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Abstract

Medication errors are a major problem to affects the safety of patients
around the world, and is one of the causes of death is incorrect drug
use. This issue is particularly acute for patients with complex medication
schedules, exacter Medication errors are a major problem to affects the
safety of patients around the world, and is one of the causes of death
is incorrect drug use bated by hospital dispensing delays that contribute
to these errors. This research focuses on developing an automated
medicine dispenser powered by a Raspberry Pi to enhance the accuracy
of drug dispensing, reduce errors, and provide pertinent medication
information. The system is designed to accept direct prescription inputs
from physicians and incorporates YOLOVS5 as the artificial intelligence (Al)
component to ensure prescription accuracy. The findings from the
development phase reveal that Model 3 demonstrated the highest
efficiency at 64%. The Al's verification accuracy was determined to be
90%. Which makes the medication error from the system 119%.
Keywords: Automated Medicine, Dispenser and Verification, YOLOvV5
Models.
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3. Neck Network ﬁmﬁwﬁ'ﬂ%’uﬂqa@mauﬁaﬁieﬁwm Backbone \lifisrszAnanwlmnniy
4. Output Part ﬁﬁwﬁwﬁﬂiwaawaﬂmauﬁﬁmﬂ Neck Ll 9a379n15A1AN50] (Prediction) (Chen et al.,
2022)
4.2 Raspberry Pi
Raspberry Pi (1EUeTINY) Fio PeNTImETUDIALE? a%umaiiéimmgaﬁ% Raspberry Pi UoIn Raspberry
Pi Lw{azs“hﬂizﬂauﬁaaﬁquﬂizﬂauﬁlﬁﬁ@ WU MueUszanananals (CPU), m’;aﬂmmi"ufdyﬁﬂmmiu (RAM),
woTn USB, 101mmn HDMI uagfiuduns/ lowiwninguszasaimily (GPIO) Tnssesiussuuufifinismns q Feaou
TnauuszuuUfoRns Linux (Watson, 2018) Insuasn Raspberry Pi gnidonulalumaidounedumesidnuay

sofiuluganie 1 e nduniesizuassen F3luiiiifie Pi Camera uway Servo

v Jceucse slcen] wv [oses vcew| | § 3Esez dcec] =
e g [

g
g |
51
3
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4
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&= - B—
== -

Figure 1. YOLOV5 architecture and workflow of Automated Medicine Dispenser.
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Figure 2. Raspberry Pi 3 Model B.

4.3 Database

Database ﬁaﬂmﬁmaUiau%ayjaﬁﬁimaa;’]a%aaaﬂLmumuﬁams%’mLﬁu warn3dnnsAdusEanEam
ImaﬁmﬁﬂﬁLﬁuaaﬁﬂszﬂauﬁugﬂﬂumﬁmﬁu%aﬂa

Relational Database %a‘i’ﬂﬂﬁ{agalumswimaﬁ SQL Iummj”wﬁqszjua;ga ﬂ’]iﬁﬂﬂ’]i%@ﬁdaﬁﬁaﬂmuaz
nsrdanszaneiuiy %@yjam %aaﬂaﬂui%%azﬂamiaaﬂiuéﬁm \Jusu (Anderson & Nicholson, 2022)
4.4 Rest API

Application Programming Interface w3 APl iunilslu3slunisinmnedoansiiuves Software wazayd
Protocol Tunsinmedeanstaiau e Application fiets Request Fun1 Client uay Application fiets Respond
13871 Server daUszunmues APl fiunluaudie REST API

REST 893190 Representational State Transfer 1ae REST 1?‘14 f\]:ﬁﬁﬁdﬁr‘fﬁbuwaﬂﬂ 919U GET, PUT,
DELETE # Client annsaluiteinnfsweyaimaiila las Client uag Server aziiounofiulagly HTTP (Amazon
Web Services, n.d.) Wendundnves REST fu ﬁamﬂﬁﬂ’uﬁﬂ%yjaﬁa Client Tun1si3enlyunazade n1sidenly
w30 Request 910l Client 1fu ffnazegyluguiuuves URL Lﬁ@lﬁiwﬁamimﬁﬁqgﬁ)ga Fagraungntian
Uszgnalylatun1svin QR Code Tagln Request Lifu Link 7latna1n QR Code it afstayasioazidons
(Respond) wadludsluguuuy JSON
4.5 Internet of things (IoT)

Internet of things (IoT) fie MsWaLNYesmAlulaEfiTuIAdsUANLAIMUT s UInSIUALLA WAL
A wdinvesyauitalan nvt loT dusdneninlunsilusiasugialandnaie Fsgnaanislindauaine
wiswghalanile 2.7 a1uau USD ua 6.2 a1uaiu USD Tull 2025 (Al-Fugaha et al., 2015) iflasaingunsnl loT

v
a =

"y Wuaiulsenauidfgueswenndnduiiiaduluy uaviunumlunisdearsiuseninanissdnsivlvau

a

YIUNTNATY INATATEIT 820y loT Tuddnuamuinweiag U iRineluladsansosnie 4 1wy Smart
Home W@z Modern Healthcare (Zanella et al., 2014) lngiang qumamnﬁuﬁmqmmw %qgﬂmﬂmigam
mimmmﬁqaﬁa 2.5 anuau USD ludl 2025 (Almotiri et al, 2016)
4.6 Deep Learning

Deep learning AonsiFeusuuudaluffniunisideunuunisrineu tnsnsihssuulassvieuszam
(Neural Network) srsauiuvans 4 $u (Layer) LLaw‘l’mm%'augmﬂ%aaﬂaﬁqaéwaﬁgﬂﬁaulﬂiﬁ ?ja%ayjaé’qﬂén

axgnihlulvlunsnsraduguuu (Pattem) iednvananyvoya (Classification) (ABB, 2020)
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Deep learning dnagluvsiavy Multilayer Neural Network NigiuuluiinisiSeusnaeaudfiveseyaiign
aulu (Shen et al,, 2017) uagladinnsvagounisly Deep leamning Tunisnisunnenaigesns wwu Talunisuus

Usznnuesaieny, N5nsia3ulaseEsnameniednim, nsnsiaduiwaatiuny (Shen et al., 2017)

5. 35AUUIUITY (Research Methodology)

5.1 Anwdayasnguiiagig

miAfeilladen evfiansgunsenantueviiauaugaifoualuiu 2 wudms ashnsinwiReaiu
yila Snuny JUNss asTnAmYedeT warlaniegunmeinenassatesyl wevufudugateyasiinenis
illsrufussuy
5.2 \a3esiiouazndnnnsiild

mAteiflaiimsdeninaiesdiowazndnmens q ulslunmsiaunszuueiesaeedelu Tneflazuus
svuvoanilu 2 @il

1. svvudegnudulen lafinisleiadesile wwu s1uvoya Mysql lunisifuvoyas Rest AP Tunns
Anmedoansfiugiuteya Figma luniseonuuuliulen uazvs Code Tunsiann (umy

2. szuueendaluld laiinnslyiadesile wu Raspberry Pi lunisdsmsasenvesdaluna aaen1s
AIUAN Servo Motor n3as1aidsuuuulanng 3 3fnae Tinkercad Yandilolunsvilunadis Aaaesvesa
nszawuds waylvy YOLOVSs ﬁm%’umwaavmmgﬂﬁ%wmm Wuay
5.3 N1398NKUUTEUY

mATeilafinsnnusenuuuiienfumsrnuresszuueieseednluli Tnseziinisesnuuunin
wunguleanunig 9 aae Figma nseanwuuluina 3iifvesas 8991881a98 Tinkercad N1508NLUUATN
wHUAIWlABELATY ﬁgﬂuéau%a flowchart mivi’wmusuaﬁwwiu’m Draw.io f;I"JE]‘EJI’NLGU'uﬁJQ Figure 3. ﬁuju
Aeafunmsinvesszuy Tneazuuseandu 2 @ fie 1. svuudsenruiulen uag 2. szuuneendnludinn
Tuna3esnneen Ineaesauadnmaanihnusauiuy Tagezdiun ssuumundulsndenazesnludee Tng
@319 QR Code Wnluludsen wazsruuiadesntsenayilvunfion QR Code 9nluden uaiaIesazinisane
ponly wudluaadiiven Mnamssmesszuurauilavhmsuuseenidu 2 i aggneonuuuiiisisluue
avaudail

1. ssvudseruivlen Tussuulauuseenunidu 2 a1u Tnsazuszneulune ssuugiuveyadaiiv

%aaﬂam waie wazayly &1 Figure 4. 9z1dun1seonuuy ER Diagram me Draw.io wagszuumnuniulen Avszneu
uae iuleamunma q & Figure 5. Adumdulsaillalumsuansuagyaen aggneenuuuns Figma v
Tunuduleslunsansvoyanuly uazmuniulsavesmedlydmivesnludselnaulvazinisesnuuy

NILVIUNITYINNIU A3 Figure 6. I8 Draw.io
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Figure 3. Automated Medicine Dispenser operation.
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Figure 5. Displaying drug information on website.
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Figure 6. Flowchart of working when receiving information about the medicine used and create QR

code.

2. szuuaneendnluli® lussuulauuseanin 3 @y Tneazdsznaulaeaiuues NMsonLUUFIYeS
Hardware fifimstiTugaieesla uasluganaosmnoriu Raspberry Pi &3 Figure 7. fias1ame Draw.io uazlu
senuuUivesunaLAIsee1ElsEnounIuaIundn o fe ﬂéaqﬁ‘hﬁumimﬁqm wnungudmiuTaaeen
waglasivenlpiesaneen ssinseenuuuluna 3 dfme Tinkercad

NNSHAUITEUULAS0991887M8IN151d U89 Hardware 1nsaufusilumatfiefiavanunsolsaula
noslinsiauszurludIuveaades TnseanLUUNSEUIUNISIILYBINISINEE188NNT §3 Figure 8. A1

Draw.io

Raspberry Pi Camera Module 2 Camera Pinout
FFC cable Raspberry Pi3 Model B

I— 2 4 6 9 |11 | 12
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Figure 7. Diagram showing port connection of Raspberry Pi.
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Figure 8. Flowchart of Automated Medicine Dispenser operation through QR code.
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$ravsmuiidsoonunla

a. unszuuluguveniulen wasiasessemuiilasenuuuly AansNIRAUISEUU (System
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Figure 9. Design and development of Model 1.
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Model 3

Actual

Figure 11. Design and development of Model 3.

Wannlaaaf3 lngudsugduuulnuanneaniiuaniy aansanealdsunisueiussaela e

5995UswInne 9 Tuea 3 daudnSaintudu 64.00%

Table 1. Test results from training the model 250 times.

Class P R mAP50
ALL 0.857 0.875 0.896
Capsule 0.906 0.959 0.976
Pill1 0.759 1 0.995
Pill2 0.906 0.667 0.719

2. aunsnsndusaviius e Tieiesniseeni
neasedukariusuaueaae Tuna YOLOVSs finiunis Train Gingﬂmwﬁ']mu 60 sulpggunn
sndunmansveseia 3 nqu Liusiuunguay 20 aneuiilawdenls wazn1s train S 250 afs esla
NagNEN15ATIVTUT ABUT IR NS IuIUTEUEY 9 Tnenadnsnis Train &1 Table 1 wazlavinsnagaunis
asrvseunmenmeliiaa YOLOVSs fanans Aunmenma 3ﬂa;umﬂszjuasgagﬂmwmmaauﬁle,ﬁaéauaaﬂmLﬂu
Sruunquaz 10 nw Iowadnadadl
1. mﬂﬁimﬁl 1 Capsule
MNMINAABUNINTINTUAMEINGNT 1 %T0 Capsule $1uu 10 nw nadwsTlneenutuie 3
MInTIINULT Capsule Tavmmfiogluninlagnees vidluliawgnaeslunisnsaaduey 100% fregrsanmile

Tunsms193uas Figure 12.
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Figure 12. Capsule detection example.

2. 9nquil 2 Pilll
NNTNABUNIIATIIIUANINAUN 2 viT0 Pilll F113U 10 7w wadwshlnesnintude dinns
a3yanuen Pilll Nsvuniegluniwlagnaes vinlndanugnaedunisnsinduey 100% dreersyanmdilelunis

M3I99URY Figure 13.

pi
:’

Figure 13. Pilll detection example.

3. 9Inqu# 3 Pill2
IINNITNAFBUNITATIVTUAINEINAUN 3 W30 PIll2 31U 10 7N WaansAlaeanuntume 13
asranuLdugn Capsule 2 A wazen Pilll $1uau 1 o lesarulngazidunmidiududen siludannu

gnaatlumInsaduey 70% fsrsyganiniilylunmsnsiaduda Figure 14.

Figure 14. Pill2 detection example.
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6. Nan15338 (Results)

6.1 nadauUsEaNSATNNISINUYeslunany Raspberry Pl
dowmunaduafuhlunageuneisusmunun Tensanudniegds 64% Jaduafiuiwelaniniu

waybaluiinuaadly Table 2.

Table 2. The effectiveness of Automated Medicine Dispenser.

Test Model 1 Model 2 Model 2 (New Material) Model 3
1 9/30 15/30 18/30 24/30
2 12/30 18/30 18/30 21/30
3 12/30 15/30 15/30 18/30
4 15/30 12/30 15/30 18/30
5 9/30 15/300 18/30 15/30
Total (%) 38.00 50.00 56.00 64.00

NAINAFBUUTEANTAIMNUIN N15EEI9981219 Raspberry Pi AU nutiuinaaiusaitlaund uay

o

putUmadusEanS A munnT udl aisunusunaunryl YadenawanaUseanSninueanIesa1geAnnlng

9

'
°o ¥ A v o al

Anwanaiuuuredinaa wardnuilatadeiiddnde fagiflrlumsiaunluwdusuivmeriagyinuessmelios
1o viluuszavsnmanasdelyelussozils
6.2 nageUUsEANENIWNIIATIIIULALTUS UL TIATesBaNAN

n1511luLAad Best.pt ﬁl@iymmaaumﬁmaﬁuﬁ’wmgﬂmwmﬁw%’wmaamﬁ’wmu 30 U Tnouus

sonidu 3 nau nauaz 10 U nan1u Table 3.

Table 3. Drug image detection test results

Test results Capsule Pill1 Pill2
Correct detection 10 10 7
Incorrect detection 0 0 2
No detection 0 0 0
Accuracy 100% 100% 70%
Number of samples 10 10 10
Total accuracy 90%

7. #3Unan13338 (Conclusion)
NaNTITEI3 09 m%aﬁhﬂmé’miuﬁﬁLLazmiaaaaUﬂ'ngﬂGTmmy’wmﬂﬁgﬂzgz:ywizﬁwi aunsaasy
nansIdele dil
1. HaMsALNSTUUA3DIEe18eluTR nu nsdeansseming Raspberry Pi fumuniulemanunse

Maulaund wazlissdnsameedluena 1, luna 2, luea 2 (Fanluw) wazluna 3 ag¥l 38.00%, 50.00%,
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ATweaAAuLBsLaranA Tl ST ENE TaEAY

2. wamaaLIsEUURTIIAe UANLgNABIMIBN STt UsERug MU SEUURTIIADUATIAGNADY
annsnvhenlaesnafinnuuaug wariinasuauuiugiveslinnagads 90% 91nN1IMARDINTIATUBTI 3
vila e Capsule, Pill1 waw Pill2 gy 10 ia 59 30 wa wundarmusugiweaunaznauegi 100%, 100%
uaw 70% ALy Fady ﬁqagﬂlf;ﬁiwumaﬁma‘ummgﬂﬁyaqmmiaﬁﬂmﬂf;ﬁ asmalndnsnsiiney

LARDUNNYIANALNIIZLNITNTINFBUDNATIAG Table 4.

Table 4. Confusion Matrix of three types of drug.

Predict
Actual 9/30 Capsule Pill1 Pill2
Capsule 10 0 2
Pilll 0 10 1
Pill2 0 0 7

8. 8AUs18NaN1538 (Discussion)
NNITAN Lﬂ%dﬁﬁﬂmé’miuﬂaLLaxm’maa’ummgﬂGTmﬁiywmﬂ%ﬁiymwisawé Tuszpumsaiue

nasad
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Tudausafivanedagviauesiemeiios viluuseansamanandelysulssoznid slananiswamunssuy
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In this era of globalization where information is widely available,
organizations are increasingly placing importance on using information
to enhance their business. Although data is easily available, there are
still challenges in natural language processing tasks, especially, the
division of Thai words that lacks clarity of word boundaries, etc. This
makes it difficult to identify the word groups in a sentence appropriately.
Therefore, this study focuses on evaluating the performance of the word
segmentation method including the Dictionary use and learning from
data using evaluation of word segmentation in six techniques are
important goals for the verification of the literal level accuracy and
processing time of each method and technique, by the LST20 dataset
contains 3,745 documents and covers 15 news categories in results show
a more efficient way to learn from data.

Keywords: Thai Words, Segmentation Methods, LST20 Dataset.

1. Introduction

In the age of social media explosion, data has become vital for organizations seeking to gain a
competitive advantage and optimize management processes. Text data, prevalent across social platforms,
fuels a process called Natural Language Processing (NLP) that unlocks valuable insights. NLP plays a critical
role in a wide range of real-world applications, especially those involving user interaction. One of the
major challenges in language processing is word segmentation, also known as word tokenization. This
process involves breaking down written language into distinct units. While some languages, like English,
Spanish, and French, benefit from clear word boundaries and relatively fixed structures, others like

Chinese, Thai, and Vietnamese present complexities due to the absence of explicit word boundaries. In
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these languages, words can span multiple syllables, and context often dictates where a word begins and
ends. Thai words, for example, often lack clear delimiters and can encompass multiple syllables.

Accurate segmentation is paramount for NLP applications as it directly impacts tasks such as part-
of-speech tagging, named entity recognition, and machine translation. Improved segmentation not only
enhances the accuracy of these applications but also facilitates deeper linguistic analysis and more
effective information retrieval. Therefore, understanding the complexities of Thai word segmentation and
achieving precise segmentation are essential for advancing NLP research and applications in the Thai
language. Various tools, ranging from dictionary-based methods to learning-based segmentation and sub
word tokenization, offer solutions to address these challenges.

This study focuses on Thai language processing, aiming to evaluate the accuracy and efficiency of
different segmentation methods. Our contribution lies in establishing a benchmark to determine the most
suitable methods for diverse data contexts. We aim to provide valuable insights for selecting the most
appropriate segmentation methods, ultimately reducing resource demands, and ensuring proper
functionality across various data contexts. To achieve this, we compare six prevalent Thai word
segmentation methods — Newmm, Colloc, Longest Matching, Attacut, Deepcut, and XLM-RoBERTa. We
leverage the LST20 corpus (Boonkwan, 2020; National Electronics and Computer Technology Center,
2022) curated by Thailand's NECTEC, which comprises 3,745 annotated documents across 15 news genres.
This extensive dataset provides a rich resource for in-depth exploration of Thai word segmentation

methods.

2. Literature Review

Word segmentation in the Thai language has many challenges. For example, the lack of space
delimiters, unlike other languages such as English, which has spaces between words, and the use of
compound words, which are combinations of multiple words or syllables. (Haruechaiyasak et al., 2008)
For example, the classic case "a1nau" can be segmented in two different ways: "an1n-au" (air dry) and "#1-
nay" (round eyes) or "LLleif’]“ (river), which is composed of "LL;J'“ (mother) and ”13;’1" (water). Previous studies
have explored different methodologies to tackle this issue, offering valuable insights into the evolution
of approaches over time.

The existing literature on Thai word segmentation has provided valuable insights into different
methodologies. For instance, a study titled "A Comparative Study on Thai Word Segmentation
Approaches" conducted in 2008 compared dictionary-based (DCB) approaches to machine learning-based
(MLB) approaches using n-gram transformations from the ORCHID corpus (Noyunsan et al., 2014). However,
this study primarily focused on performance metrics, neglecting the crucial aspect of processing time,
which is often a constraint in real-world applications with deadlines. Expanding on this, "A Multi-Aspect
Comparison and Evaluation on Thai Word Segmentation Programs" in 2014 evaluated six Thai word
segmentation programs: Libthai, Swath, Wordcut, CRF++, Thaisemantics, and Tlexs, using the BEST corpus

2014 developed by NECTEC (Aroonmanakun, 2002). This research not only assessed accuracy but also
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considered processing time. Each program varied in its implementation environment, with differences in
programming languages and support systems. While these studies contributed significantly to
understanding Thai word segmentation, they also revealed certain limitations. For instance, each
segmentation program required specific installations and environments, which could be cumbersome for
users. Additionally, the rapid evolution of programming languages and frameworks has shifted developers'
preferences towards specialization in a few languages rather than mastering multiple ones. To address
these challenges and advance the field, our proposed research aims to compare various Thai word
segmentation methods within a unified environment. By leveraging Python and utilizing the latest Thai
language corpus, LST20, we intend to conduct a comprehensive comparison focusing on both accuracy
and preprocessing time. This approach ensures consistency in evaluation metrics and simplifies the
implementation process for users, aligning with contemporary trends in programming specialization and
efficiency.

Regarding methodologies, two common approaches have been widely employed: the dictionary-
based approach and the learning-based approach. The dictionary-based approach uses a dictionary to
parse and segment text into words. This approach has a few popular selection methods, such as the
longest-matching, which attempts to match a set of characters into the longest possible word
(Poonwarawan, 1986). Another popular method is the maximum-matching, which finds every possible
way to segment text and then selects the way with the fewest words (Virach, 1993). However, in this
paper, we don't directly use the maximum-matching. Instead, we use the engine "newmm" from the
library "PyThaiNLP." This engine makes use of the maximum-matching method and the Thai Character
Cluster (TCC). The Thai Character Cluster uses the concept of a character cluster, which is a unit smaller
than a syllable but larger than a character and matches them with defined rules (Theeramunkong et al.,
2000). Additionally, we test the maximum collocation approach, which uses the idea of collocation
strength between syllables to form words. Collocation can also be referred to as the co-occurrence of
syllables, i.e., two syllables that are part of a word will have higher collocation strength. They use a
dictionary to match all possible words from the syllables and then use collocation strength to select the
best segmentation with the highest collocation strength.

However, advancements in machine learing have led to the learning-based approach, the word
segmentation problem can be viewed as a binary-classification problem, trying to classify if a character is
a word-beginning character (B) or a word-inning character (). We compare three models for this problem:
DeepCut (Kittinaradorn et al., 2019), AttaCut (Chormai et al,, 2019), and an XLM-RoBERTa-based POS
tagging model (De Vries et al., 2022). For the DeepCut model, they use a Deep Neural Network to perform
the binary classification task. The Convolutional Neural network was trained with NECTEC's BEST corpus
(Kittinaradorn et al., 2019). In the case of the AttaCut model, it's constructed using CNNs like the DeepCut
model. However, there have been adjustments made to the convolutional layers, specifically focusing
on minimizing overlap between them. As a result of this modification, the execution time is reduced

compared to the DeepCut model. Additionally, AttaCut incorporates syllable knowledge through a
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process known as syllable embedding, where characters within the same syllable share identical syllable
embeddings (Chormai et al., 2019).

Lastly, the XLM-RoBERTa-based POS tagging model. The model we use is called XLM-RoBERTa base
Universal Dependencies v2.8 POS tagging (De Vries et al., 2022). This model is fine-tuned from the pre-
trained XLM-RoBERTa model (Conneau et al,, 2020) for part-of-speech tagging using many different
combinations of training and testing languages. The specific one we use was trained on the Hebrew
language. As we mentioned, this model was originally trained for POS tagging, but it can also be used for

word segmentation as it also has word boundaries as output.

3. Research Methodology

The experimental process consists of three phases: data preparation, data processing, and data
measurement. The process commences with downloading the dataset through the openD portal (National
Electronics and Computer Technology Center, 2022). Subsequently, data preprocessing is conducted to
transform it into a usable format such as CSV using the DataFrame from the Pandas package. Concurrently,
an environment for the experiment is set up, involving the download and installation of necessary tools,
including Pip for acquiring essential packages and Python for running a script. After establishing the
environment and completing the data preprocessing step, the second process consists of two parts,
focusing on data measurement dimensions: accuracy and time processing. The transformed data is
processed in a function implemented to work with six word segmentation methods: Newmm, Deepcut,
Attacut, Longest, TLTK, and XML-Roberta. Almost all these methods are downloaded via Pip, except XML-
Roberta, which is processed using an API pipeline implemented from Hugging Face. The results from each
function are saved and exported in CSV format for use in subsequent stages. In the time processing stage,
300 records of mock-up data (De Vries et al., 2022) are used to examine the time processing of each word
segmentation method. The mock-up data is divided into three equally sized datasets. Analogous to the
accuracy processing, the data is passed through the word segmentation function. In addition to parsing
the data before parsing the input data, the time is saved using the time module. Also, after parsing, the
time is recorded as well. Finally, in the data measurement process, the results from the second process
are compared with the ground truth answer. Accuracy is calculated using three metrics: Precision, Recall,
and F1 score, employing a confusion matrix approach. Regarding the processing time is determined by

finding the difference between the start and end parsing times.

5.1 Data Preparation

Our experiment began with the download of the LST20 corpus dataset from the openD portal
(National Electronics and Computer Technology Center, 2022). Following the download, we set up the
processing environment, which included the installation of Python and Pip. Five essential packages
Pythainlp, Deepcut, Attacut, TLTK, and Request which needed to be downloaded to correspond with the
selected word segmentations. We ensured that we installed the latest versions of all tools available at

that time, namely Pythainlp v4.0.2, Deepcut v0.7.0, AttaCut v1.0.6, and TLTK v1.8.
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Once the environment was configured, we imported the LST20 corpus from text files into a pandas
dataframe which each file consists of many words that make up a sentence. In one row, there will be
five components: word boundaries, POS tagging, named entities, clause boundaries, and sentence

boundaries. If a word is a space, they use " " as a symbol for space. This was achieved by utilizing the

built-in function open() to open files from their path, retrieving content through the read() method, and
then saving the content to dataseries and dataframe, respectively. The dataframe comprised two
columns: the original sentences, concatenated from tokens in text files with join function, And the ground
truth is representing the original data within the text files. To avoid processing errors, we consistently
saved all outputs during the process as CSV files from the pandas dataframe, using the to_cswv() function
and setting the "encoding" parameter to "utf-8 - sig" to ensure readability when opened by other

applications.

5.2 Data Processing

The processing began by importing the necessary packages mentioned above into the Python
editor. We proceeded to tokenize the first column of original sentences until all sentences were
processed, recording the start and end times for each sentence. This process is iterated in a loop for all
selected word segmentations. During the parsing of sentences, the process unfolded as follows: first, we
imported the necessary packages into the editor. Next, default values were set for each parameter of
each tokenizer. For Attacut, the default model is "attacut-sc," which represents the best-performing model
trained by the Attacut package. Regarding Deepcut, we utilize it directly from the Deepcut package by
importing the tokenizer as follows: "from deepcut import tokenize as deepcut tokenizerparameters,”
without specifying any additional parameters. Similarly, for TLTK, we employ it directly from the TLTK
package using the following import statement: "from tltk.nlp import word _segment as tltk tokenizer,"
where the word segmentation method utilized is based on the maximum collocation approach, denoted
as 'colloc' by default. For both Newmm and Longest matching, we utilize them via the Pythainlp class
named "from pythainlp.tokenize import word tokenize as pythai default tokenizer" This class
encompasses four parameters: engine, custom dict, keep whitespace, and join_broken num. These
parameters default to certain values, with custom dict based on the Thai National Corpus (TNC) and
keep whitespace and join_broken num set to True. The only parameter that differs among these
methods is the engine parameter, which specifies the model or tokenizer object to be used. It is set to
"newmm" for Newmm and "longest" for the longest matching approach. Before the iteration commenced,
we need to create the list to store the output from the loop processed, assumed named as
(y_tokenized lst). The iteration commenced by taking a sentence from the first column of the imported
dataframe or the full sentences from each file of LST20, stored in a temporary variable assumed named
(X_text). Then, this temporary variable (X_text) was passed into the tokenizer, and the resulting tokenized
output was stored iny_tokenized lst. This process was repeated until all sentences from the first column

were tokenized, and the entire process was replicated for other word segmentations.
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And the last method XLM-Roberta model of sub word tokenization approach required different
steps. First, we signed up for a Hugging Face account to create an API key token. Then, we imported the
Request package into the editor and set variable values, including APl _URL (the URL of the interested
Hugging Face model API) and Headers ("Authorization": f'Bearer {'api_key'}"). Following this, we created a
function for sending requests to the server using the POST method and set the POST parameters to
"requests.post(API_URL, headers=headers, json=payload)" with payload representing the input data from
the function. The output from the return method was set to JSON format for flexibility and ease of
application. Subsequently, we executed the same process, passing the variable (x) storing sentences into
the XLM-Roberta model function for tokenization. The resulting tokenized output was stored in another
variable. Since the output from the XLM-Roberta model was in JSON format, we extracted only the
required tokenized words from the JSON output using a loop and accessing the data value by the key
named 'word."' These words were stored in a list, and the process was repeated until all sentences were
tokenized.

Once the word segmentation was complete, we transformed the results from the tokenized
process into a usable data type: a list of tokens. TLTK was the only word segmentation that returned

results as strings but separated each word inside the sentence using If it couldn't tokenize words, it

"
returned the output as "<Fail>..</Fail>" or "\xa0," constraints that needed to be eliminated. After
transforming the outputs, the next step was to calculate accuracy at the character-based level using the
confusion matrix approach.

The confusion matrix serves as a table to evaluate the performance of a classification algorithm,
employing four key elements: True Positive, False Positive, True Negative, and False Negative. These
elements are variables in the formula for calculating metrics like precision, recall, and F1 score.
Throughout this process, we conducted a character-based comparison between a list of tokenized tokens
and the ground truth. Each character from both lists was scrutinized against one another, utilizing the last
character of the token and its position to index the confusion matrix elements. To calculate accuracy, we
transformed the last character from all tokens in the lists of all segments into new special characters
absent in any of the sentences. Simultaneously, the last character of every token in the ground truth lists
underwent a similar conversion. Following this conversion, all tokenized token elements in the list were
concatenated into a sentence. Characters in the list of tokenized tokens were then classified based on
their position in confusion matrix elements. The classification process encompassed storing the tokenized
sentence and the ground truth sentence in variables, ensuring both sentences were of the same length.
These sentences were then taken to a loop function to iterate through each character. Rules for
classification were established: if a ground truth character matched a previously converted special
character in the tokenized sentence, the True Positive value increased accordingly; if the ground truth
character was a special character not matched in the tokenized sentence, the False Negative value
increased; if the ground truth character was a different character and matched the position in the

tokenized sentence, the True Negative value increased; for all other cases, the False Positive value
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increased. This comprehensive process was repeated for every sentence from every word segmentation
method, comparing them with the ground truth.
5.3 Time Processing

To measure the time processing, we randomly selected 300 sentences from a data frame
containing LST20 data and divided them into three sets, each comprising 100 sentences. The execution
process followed these steps: First, we imported the time package into the editor. Then, for each set of
data, we brought it into the tokenizer and recorded the start time before tokenization using the time.time()
function. Subsequently, we tokenized the sentences and recorded the end time after the words were
cut, storing the time before and after parsing words separately in a list. We repeated this process until all
sentences were tokenized and then repeated it again with other data sample sets. This entire procedure
was continued until every word segmentation method had been thoroughly tested.
5.4 Data Measurement

Following the process of tokenization and subsequent tabulation of the elements constituting the
confusion matrix, two pivotal dimensions were meticulously gauged: accuracy and time. In delving into
accuracy, a trifecta of critical metrics—precision, recall (also known as sensitivity rate), and F1-score—
stood as the pillars of assessment. Each metric was calculated for every sentence, and the results were
incorporated into the dataframe. The average was then calculated for each word segmentation using the
mean function, providing the arithmetic average through the column. Regarding accuracy measurement,
three metrics were used. Precision measures the accuracy of positive predictions made by the model,
calculating the ratio of true positive predictions to the total number of positive predictions made by the
model (both correct and incorrect). Recall measures the ability of the model to correctly identify all
relevant instances, calculating the ratio of true positive predictions to the total number of actual positive
instances in the dataset. F1 Score represents the harmonic mean of precision and recall, providing a
balanced measure between the two metrics. When it came to measuring time, the process involved
identifying the gap between when a sentence started and when it ended. This process aimed to determine
the average time for each word breakdown, employing the same method used for accuracy assessment.
By utilizing a mathematical mean function, which calculates an average, the total time for all word
divisions was aggregated and then divided by the number of divisions, resulting in a number representing

the average time taken.

4. Results and Conclusion
The results of link code and dataset were updated on the The Github website (https://github.com)

(Ruenlek & Damrongkamoltip, 2023) and the results of comparing were as follows Table 1. and Table 2.
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Table 1. A table showed the accuracy of six models across three metrics: precision, recall, and Fl-score.

Measurement  Newmm Colloc Longest Deepcut Atta cut xlm-roberta
Precision 0.94 0.94 0.12 0.94 0.93 0.13
Recall 0.85 0.89 0.31 0.81 0.90 0.27
F1 Score 0.89 0.91 0.17 0.87 0.92 0.17

Table 2. A table shows the processing time of six models across three sample dataset each 100 records.

Segmentation Methods Processing Times Average Processing
1st Test 2nd Test 3rd Test Time
Newmm 00.05 00.08 00.04 00.05 s
Colloc 101.47 30.13 21.90 51.17s
Longest 12.74 330.98 06.61 116.78 s
Deepcut 04.47 02.70 01.68 02.95 s
Attacut 00.30 00.22 00.15 00.22 s

The results from the tables above demonstrate that both dictionary-based approach and learning-
based approach have high accuracy methods and low accuracy methods. However, when considering
processing time, the results above indicate that the learning-based approach processes faster than the
dictionary-based approach.

4.1 Accuracy Dimension

Best Models (High Accuracy): Attacut and Colloc exhibit high accuracy across all three metrics—
precision, recall, and F1-score. These models consistently achieve high values in all accuracy metrics,
making them suitable choices for accurate word segmentation.

1) Precision: Deepcut, Attacut, and Newmm are the best, all scoring over 0.9.

2) Recall: Attacut stands out with 0.90, followed by Colloc (0.89) and xim-roberta (0.27) is lowest
recall score.

3) F1-Score: Attacut, and Colloc perform the best, each achieving over 0.90.

Average Models (Moderate Accuracy): Newmm and Deepcut perform reasonably well, achieving
moderate accuracy levels across all metrics. While its performance is not as high as Attacut and Colloc,
it still offers a decent balance between precision, recall, and Fl-score.

Worst Models (Low Accuracy): Longest and xlm-roberta perform poorly in terms of accuracy. They
have significantly lower precision, recall, and F1-score values compared to other models, indicating their
inability to accurately segment words in the given context.

4.2 Processing Time Dimension

Fastest Models (Low Processing Time): Attacut, Newmm, and xlm-roberta are the fastest models
in terms of processing time, with Newmm being the quickest overall. These models require very little
time to process each sentence, making them suitable for applications where speed is a critical factor.
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Moderate Processing Time: Deepcut has moderate processing times, with Deepcut being slightly
faster. They strike a balance between accuracy and processing speed, making them viable options for
applications where accuracy is essential, but speed is also a concern.

Slowest Model (High Processing Time): Longest and Colloc have a significantly longer processing
time compared to other models, making it the slowest option. Its accuracy is also low, making it less
preferable for most practical applications.

Best Model Selection: If the primary concern is accuracy and precision in word segmentation tasks,
Attacut, Deepcut, and Newmm are the top choices respectively. They consistently outperform other
models in accuracy metrics, making them suitable for applications where precise word boundaries are
crucial. Consideration for Specific Use Cases: If the task requires very fast processing with a compromise
on accuracy, Attacut and Newmm are the quickest options. However, it's essential to assess the specific
use case and determine whether the sacrificed accuracy aligns with the application's requirements.
Avoiding the Slowest and Least Accurate Model: Longest is both the slowest and least accurate option.
Unless there is a specific use case where its characteristics align with the requirements, it is advisable to

avoid using Longest due to its low accuracy and high processing time.

5. Discussion

The study explored the performance evaluation of various Thai word segmentation methods,
shedding light on their accuracy and processing time. The findings underscore the importance of tailoring
segmentation methods to specific use cases. For tasks prioritizing high accuracy, options like Attacut and
Colloc emerge as frontrunners. Notably, learning-based approaches like Attacut or Deepcut demonstrate
prowess in handling data containing new or informal words. Despite being trained mainly on formal data,
their neural network-based architecture enables them to delineate word boundaries more effectively
compared to segmentation methods based on dictionary approaches. Conversely, for swift processing,
Attacut and Newmm stand out, albeit with a compromise on accuracy. However, when dealing with tasks
involving formal data or requiring sentence segmentation into formal words, the dictionary-based
approach emerges as a strong candidate. In this method, all words to be segmented are stored in a
dictionary. Conversely, if the task involves detecting or identifying slang words or technical terms, this
approach should be at the top of the list of potential solutions. This nuanced understanding enables
practitioners to make informed decisions aligning with their application requirements.

Furthermore, the study prompts consideration of future avenues. Testing with diverse datasets,
especially from platforms like TikTok and Twitter, offers a glimpse into real-world language complexities,
encompassing slang, informal language, and varied topics. Exploring hybrid segmentation methods or
integrating transformer models could potentially enhance accuracy and adaptability to evolving linguistic

landscapes.
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study of factors influencing land prices with machine learning used as a
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purchase price in Mueang Khon Kaen District from land price information
traded on websites in enforcement department of 193 locations, and
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parameters and evaluate their performance. The results found that the
model with the best predictive performance is Gradient Boosted Trees
in R-squared at the highest of 0.80, MAE, and RMSE at the lowest of
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with the most influence on prediction, followed by area size, average
appraised value from five nearby locations, and property type.
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wSeadfievhungafaudsan (Dependent Variable) fivduaneiiles (Continuous Variable) 91nA1dulsdase
(Indepe-ndent Variables) fiiusuusidseiuevidonndny aignns 9 (Features) Tnefidmunglunsmiaunde
Waﬁ%’uﬁmmmacﬁmmmmé’uﬁuﬁfswﬁwﬁaLLUsméwﬁlﬁuaéwﬁﬁqm Fauvuaesiflaundgmussani laun

1. MIAATIEINIsInnesITuaY

LﬂUﬂ’liﬁ’lL@W%@Mﬂﬁﬂ%agfﬁLLUiﬁJ’l%’lﬂ’J'luﬁluﬁuéﬁuImElLﬁE]ﬁf;f’JLLUiaaﬁzLﬁﬂdﬁhLamSﬂﬂ’j’l n30A00Y

9819978 (Simple Linear Regression) iafiiauusdaszuinnin 1 fuUsisennnIsiATIEnnIsnnnasldenya

&
[

(Multiple Linear Regression) (Na Bangchang, 2011) Inefisuuuuaunislunisiasigvaail

Y'=Bo+ B1X1 + BaXy + - +Sp Xy + e 2
sl
Y fio fhuusinam
XX, .. X, Ao AUl sBasEunazen
Bo fio anudauny Y
By ..By, O mdulszavsauannes

e Ao AAUAaIALAGBY (Error Residual)

2. pulusmdulanuuanaes (Regression Trees)
unsasadeuly iftelse Fusnnueyalususiftenumoyaiungulilesuieidvang (Target)
Indfianlunuladnaulaslefanduinguszasa (Objective Function) fmngauilatmuauen (Split) Tuunay
fuls Tnsumazdszinnues auladnaulaifenduingusvasneiu wu 38uwe37 (Gini Impurity) wieleunse

# (Entropy) dmsunuludndulanuudiuun (Classification Tree) LarAINATINYOINAN19AE @89 (Residual
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sum of squares : RSS) dmsunuludndulanuunnnee (Regression Tree) Favzaiglunisuusveyalveglunqui

wizaud1msun1TesueikUsiU Mg (Target Variable) (Vanderplas, 2017)

e =Yi— Vi ()
RSS=e?+ef +el+ - +e? (@)

Residual (Error Term, €;) i A1ALAAIALAABUNTOAAANAIR (Eror) S5MINe Y NN 9 qmim]la;ﬂa
fu 9 AlasnannsussanmaInisvihune (Prediction) TusnisduinimeRaIARAeUTEELARAT |
3. usumeulaLsan (Random Forest)
LﬂuLLUUﬁi”laaqﬁgﬂﬁwmﬁumﬂﬁiyulajﬁmﬁu% Tnefusunoustaisanaevhmaiiuswauey laduvans
7 aulaglonszurunisguuoya (Bootstrap Sampling) uarguandnuae lunazivuavesnulsifieannan
Renvesszvmenulausagay uagiunenenisimeviemanade (Vanderplas, 2017)
4. \nsiiguyans (Gradient boosted Trees)
LﬁuLmuai’waaaﬁgﬂﬁmmﬂfumﬂ@iyulsj@fmﬁuiaimaagwgulﬁﬁamyuimUﬁwuwaﬁwaé’wéuazﬁﬂmmm
Aufnnann sevmnanrhuieiuatienilunnsevashnmsaseuliiundfnioananufianaiadivde

(Vanderplas, 2017)

4.4 nmsUTumsislaasniniines uaznisAadanluwng
1. medSuumdlaesmsiimes (Hyper-Parameter Tuning)
nsvuIunsMsUSusmsmwsimesilelunsilnlnaniesinssanesiiuielnlunaiussansamn
auan viseluuadwsinfianfiululndmivauiithdssiiunsey (Vanderplas, 2017)
2. sUuuureInsUsEiiiung (Model Evaluation)
Lﬂuﬂizmumsﬁﬁﬁai’mﬂiz%m%mwmaﬂmmaﬁi@?ﬁﬂLLazmaawﬁy’mﬁJ@yjammﬂaLﬁuiuﬂizmumi
iln (Unseen Data) LﬁaﬂszLﬁummmmmhmsﬁwmw%aﬁmm%ayja’lmiﬁhiLﬂmﬁumﬂ'au nszUILNSHLTy
éauﬁﬂﬁﬁgmaam‘aﬁwmLLazI%qwuLLuuﬁwaan (Vanderplas, 2017)
3. sneadeuLuUlrany (Cross Validation)
Jumediadilslunmsussfiuanuannsavedunanazaaslunisesiudymilenesiia (Overfitting)
Tnevhluaglismsuvsveyasenidunatsaiu (Fold) Sadsnnmsvaaeunuulvamuuuy K @ (K-Fold Cross-
Validation) (Kohavi, 1995) %?%'miﬁaw‘hﬂmm?jya;ﬂal,ﬂu K @ mnﬁuﬁwn’]sﬁﬂiut,ﬂaél’m%aga K-1 du wazly
aufivdelumsvaaeuluna shuuui K seu ielniularlunalnsunmeaeuiuroyarioun nsguiunsi
pglmsannsadsuiiudsydvsamusdinalaegnauug By
4. mMsfndenliung
LﬂuﬂizmumslﬁaﬂiuLﬂaﬁﬁﬁqmmﬂﬂqmaﬂumaﬁiﬂgﬁmw%aé‘fmﬂajmj”ayja nsTUIUMSESMEINIS
Wisuilsuusransamuedunanied Taela metrics 1wy aanuusiugh (Accuracy) A1 F1 score A1AIINARIA

\ndeunndsdoaade (Mean Squared Error: MSE) 1uau wonannddasiufenisidenainisiinesimanya
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a

dmsuluaiiielnlanadwsiindian ulufenislamsmeaeuuvulmufiduaiuddylunndenlunadinfian
(Burnham & Anderson, 2002)
5. MIAWININTITABSUUUNTA (Grid Search for Hyperparameter Tuning)

MsAUMINSITADSLUUNSA (Bergstra & Bengio, 2012) 1uAinsuSuumsmmsiimesveduna Tng
msﬁyumﬂ;mﬂlwﬁmmzauﬁqmiuﬁuﬁmaqumﬁma%ﬁﬁmumﬁéawﬂw FBnstlwshnmavageuamafimesaeg
‘171'Lﬂulﬂl@?ﬁ%%m@@&jwLﬁui%“U“ULLa%ﬂia‘Uﬂqm/]]ﬂﬁﬂiuﬂ%@]ﬁﬁ’m‘um ﬁnmjjm]sﬂiuﬁuﬂizﬁwﬁmwmaqLwiassqfﬂﬂ"]
mafiwesmensly mmeaeusuulrmuiienlunadifivssaniamgeiian nszurumsiveifiunnuusug,
WaEAINAINTAINTYITNEVRILUAA

6. NILUIUNTANLTBNAMEN WY
nszvaunsdengudnuazdanuddyuasdulsslovilunisanslunannynaudnuusiidey
wanee ¢ Tnediimnedieidinuszangamaedduing anaudurey wazanndudssweenislerosin
nsgvumsielulunaainsnhalaitusasungunuinangisilalumadenaudnuusisu
funosisen (Filter Methods) 33nstlazdenaadnunslnefinnsananauautfimeada wu nsly
AnanduLs (Correlation) Aadiflaaunad (Chi-Square Test) 58 a1saumnasay (Mutual Information) Tne35i
lunodlaluealunisidonaadnune
ABusutles (Wrapper Methods) 3§mi‘§%Lﬁaﬂqmé’ﬂwmﬂmﬁimLmaLﬂuéawﬁwaamzmumﬁ

LHBN LU N1SMINAMENYLAIENTEUIU

P o

n13L3uuLin (Recursive Feature Elimination: RFE) ﬁﬁ1mﬁaU@mé’ﬂwmzﬁﬁmmﬁﬁmﬁaaﬁqwazm UN
InynAadnunsfinfian
751387 (Embedded Methods) 3%‘mi1“j%Lﬁaﬂﬂmé’ﬂwmﬂummzﬁaﬁyﬁﬂuma wu nslyaunisanaos
wuua1ale (Lasso Regression) ﬁaﬂmia‘vi’ﬂﬁ;ﬂ'wmé’mizamémmQmé’wmzﬁlﬁéwﬁ@ﬂuqué (Vanderplas,
2017) w%amﬁﬂ?@mé’ﬂwmﬁwﬁmaa vesnsyuumsailiindulonuuannes uasusuneueLsan
miLﬁaﬂﬂmﬁﬂwmxﬁmmsam (Guyon & Elisseeff, 2003; Chandrashekar & Sahin, 2014; Choompol,

2019) WeinUse @nSanvedluna annantunisusyanana wasyinlunsInsenkaansvedlnanedy

5. A5AN1U9UIW (Research Methodology)

mu%’aﬁiﬁﬁwmsmii’miamy@yja (Data Collection) szjua;gaiwm’mmamimwammm szj”a;gagumw%’wsj
UsgnAvenennain LLas%@zﬂas:whuumgﬂl,l,ﬂaaﬁﬁu iwuﬁumgﬂLLUmﬁﬁummmuﬁﬁumm‘fuvﬁmaagwq
Aaudnwaurlyy (Feature Construction) fldssazmannanuiidndy 14 anuiiviowns (Leresdw) fuus
yaspdunnanads 5 aouilnafies faudspuiniuiiviemsauasUssamming

PONIYMTIATIEIVOLATINIINTITADULALNTEUILUNILATINYDYA (EDA & Data Pre Processing) Tng
vfwmsﬁnaummumwmyaga (Data Visualization) msﬁ’mmsmyagaﬁ'malﬂ (Missing Value Handling) N5
asavdauAmaUnR (Outlier Detection) LLazﬂmﬁT’]iﬁ’aﬁTﬁlyjaL.Luwmwaﬂl (Encoding Categorical Data) i
thaeyauvinisfeugvenniodaly 4 lunadsd auludadule usuneuweisan nsieuyaniuazmsnnnes
Baaulasdnislymsaunuuunia iWdunisaumaimsiivwesiaonisimuaafidululaiomnveunay

milwesiaulaluguuuuressemsimuunaivu uaggamesuiuurein1sussiiung (Models Evaluation)
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o

Inglynnnuaaiaedeuadeduysa AAnuaaIaARauRdesINTiaes uazaduUssancidetuainisesuiy

AnuwUsUTILlunsinuasageuUseansnnuenuuInaes
5.1 mstiusausaudoya (Data Collection)
1. iufinsdifnnsaesss 193 une
m"wLﬁumilﬁummqwﬁj@aﬂaamL"iulsuéﬂsmﬁaé’mﬁLLazﬂsmﬁﬁuImaﬁﬁumﬂﬂiuﬁqﬁ’mﬁiuﬁuﬁmm
sunafiesdaineuunusznined 2560 f1 2566 szjya;gaiu 1 imﬁauuam%a;ﬂaé‘haéwmm Table 1. Ingwesnin
maﬂsqm%aaﬂamﬂﬁulszjéﬂsuﬁﬁumﬁLﬁaﬁflmimaLﬂ%ﬂ??u%aga%gﬂauaaﬂ"L‘Umqahu %anmﬁwﬂagagawé’am

nveyansituesialiresinuensgymelaglusideilulahveyanisfinduewndusudsau

Table 1. The case study of land detail of 193 locations.

Data Example
Case number NU.1003
Property type Land with Structures
Rai (13) -
Ngan (1) -
Square Wah (#151931) 73.4
Appraised Value 3,196,000.00
Sub-district Banped
District Mueang Khon Kaen
Province Khon Kaen
Title Deed Land 254492
Achievable Selling Price/ Highest Bid 3,350,000
Cadastral Map 5541 1 6414-05 (1000)

Table 2. The color setting of case study of land detail of 193 locations.

The selling price range per square wah Average Color  Number
Group lower bound upper bound selling price
1 150000 300000 205675 White 7
2 100000 149999 131298 Red a4
3 50000 99999 63107 Blue 9
4 10000 49999 25579 Green 66
5 5000 9999 7114 Orange 21
6 1000 4999 2425 Purple 54
7 300 999 589 Pink 28
8 1 299 180 Brown 4
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¢
o

971 Table 2. fmuaduazdyanuadniunaundennszaIeianNITHUINAUAINTIAIVIEABA1T19 1nY

o

nuanauvesAUszdudu 8 naunuiiauisuauwasiardugAvedTIAT

Figure 2. fUVUINIINIZR186 YasayaTATIenense duduveyasnuessennivlennsudsiuag

910 Figure 2. LLamszTa;‘J,aﬁTﬂLmﬂwuuwuﬁLﬁaLLamszTa;‘J,aﬁﬁmLLsmmmajmwmmw{amswmﬁﬁwum
nquesTaUsziiudu 8 nquauialauSusuLasfIlaYAugAveITIAT asidLALAIARITINTaUUIINE NG
oswauuny

2. Mufinsdifnusnadszidiu 1500 ung

nﬁﬁ’avl,oﬁyﬁfmﬁeiu%aaﬂaﬁmﬂizLﬁuﬁﬁummﬁmwmﬁuam‘lu Table 3. mﬂizuuhyumgmt,ﬂaaﬁﬁu

(Landsmaps) naufifus 1 1500 wns 39lu 1 sedeu Usznounae

(1) asﬁgmLLazaaaﬁ’gmwﬂﬁﬁﬂﬂﬂﬂﬁfﬁuﬁaaé’mLLUU%uqﬁ (Stratified Sampling) Ingfsunnay
yoeTAUssiliudu 6 ﬂ&jmmuéhLamLémguLLaxﬁaLaméuqm (Range) U8331A

) ﬂjyaagaiwmﬂizLﬁumw{amswmmﬂ Table 3. fvunduazdydnuaidmiunqundennszang
1lBQNITUUINGUMINTIAMEAISININNTERNBTRY 1,500 LLﬁqﬁﬁmiejuﬁaashqLLUU%uqﬁImaﬁmuﬂﬂejmm

smUszdiudu 6 naueudiavsuauLaTiIAYALEAYRITIAN

Table 3. The color setting of case study of land detail of 1,500 locations.

The selling price range per square wah Average selling

Color Number
Group lower bound upper bound price
1 100000 150000 122736 Pink 250
2 50000 99999 63088 Red 250
3 10000 49999 23168 Blue 250
4 5000 9999 6940 Green 250
5 1000 4999 2086 Orange 250
6 300 999 579 Purple 250
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Figure 3. Scatter plot to observe clustering based on the price per square wah (appraisal price) in a case

study of 1,500 locations.

1A Figure 3. LLﬂfﬂﬁ%@Nﬂaﬁ’WLL‘WLN‘U'L!LLN‘L!ﬁLﬁaLLﬁ@N%a%aﬁﬁ(ﬂLLEJﬂG]’]lJﬂE.jJﬁ’]ﬂ’W]’P]G]’]ﬁ’]\‘i’]’]ﬁﬁ’]ﬁﬂ@]ﬂ%jll%@ﬂ

seUseliudu 6 nau uwasiaudunsaenuinasunediomeuwnu

5.2 Msa¥enudneae (Feature Construction)

o [ °

1. afpradnuuzdfynIzezne lngluwenesdu Juduszszmadayusenngeaegauuiiuives

q

a a aa A o o - .
Wﬁﬂﬂamﬁgmﬂﬂaaﬂmﬁﬂ ﬁ]qﬂmﬂuWﬁuiﬂlﬂﬁqﬁﬂquWaqﬂm 14 da1Un IﬂﬂLLUﬂLﬁu A3UANTIT0UY Iﬁ\'iLLill

=

PNEATINAUAT ANsAUN auruTu Isaneuia ao1tun1sanel aaia wavamauanulanuleszesmaduilang

A v aa =~

2. afaaUszdivainaade 5 amuﬁia&ﬁméﬁmﬁwﬁwmmszUzﬁwismwwﬂmmuﬁuaaﬂmﬁﬂmﬁﬁu
1,500 s luginewios Simiaveunnuunasunafuiifawmunevensaldnefiau 193 uns lusunewies
Fminvouunu L%'ma"wéi’ummzazmuﬁamﬁ’]Lmﬁqﬁiﬂayﬁqm 5 Funusuamin 5 dusuafivnanthan o
ARABvRITIAUsEiuTiny

3. thaeduuls U M51991 Wduulasuduneduuvuafiuiinenisionlee 115 iy ¢ o uay 1
U WU 100 #1579

4. threduusAUssdiunassaueamsaeswaiiui wWasuduneduusinUsyidiunensaues

TIANVIYABFATITNIN

5.3 nzuaumanisadeyauaznisdsadoyaidosdu
1. nsvuaumseiouteya tanunswdsueyalnogluanimmsenltlumsiinmgiiomsteusduoya
TneAsuudawasuiugweyamuanudndu iiefugunimiasanuunidefioveseya wasifinUssavsnm
TunsgurunsBeugueaaios
(1) auredunUspinymingfidunesyaoon
(2) auuniifianmuela/saiausggatosna 0

(3) Wagudszwnnvesreduu aUseiiiy s1vele/smaauegan 15 91w a5
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v
aa

(4) YrpeduuUssLanmneun1sLnsWaLUUTu-gev (One-Hot Encoding) F3ihhlvunazaives
voyaUszivnaeiiusudslmidiiian 0 vde 1 ilessynveyasglumnanylalasluneduussamvingasiley
2 Uszmwﬁaﬁﬁuwﬁyau%wgﬂa%qLLazﬁﬁu'ﬁNL‘Uﬁﬁ

2. Medmaveyalosnu fuliumsfinyinianszatefvess Ao sne lnewuTTeLaaILLIN
avoglunie 1,812.95 vwmfla 25,416.67 uvmuazia1veyafinund (Outliers) oy 12 qaluynveyaiiiniunnna
60,355.03 VIMBsIOULIAGIdR (Upper Fence) Mntiurnisidsuifisuduiuvessuaniiau Insussian
ningiid 2 Uimﬂwﬁaﬁﬁuw;ﬁ]m?wqﬂa%ﬂLLazﬁﬁuiNLUéw Gdyaagjaﬁywm 193 i?ﬂﬂ?iﬁﬁﬁuv\l;@m?{lﬂUQﬂﬁ;’N
127 emssnafiunalariifidios 66 :1ems uenaniidlefinyaruduiussrmsuiniiuiiduanau

WU X Wae31A1018le/51ALEUDgIan MUARIUNLNL Y A3 Figure 4.

Figure 4. Relationship between area size and achievable selling price/ highest bid

271 Figure 4. wanspuduiussznswuIniuiifuansuuuny X warnmuele/sanaueganiiuans
vuunu Y Tuwkunfigauuunszdanssneiveyansdifinuiinu 193 unailmelaausnnagiivuaiuiivssunals
iy 400 M319m1 Ssmnsla/seiauegeaninni 276 UImdesiat 12,000,000 UTkazTUARLTINNNT 400
psrndemunaiiuiilaniu 4,000meagiinnunsle/saiauegegaluifiu ssronagiinemnela/saiaue
gsanlanin 9,000,000 U
5.4 mM3iFeuiveaaie

Tunsideiilaimuriuuunisnislonwilimeusaslausi3udnivu Scikit Learn wietaslunisusuidiy
wazianUsAnsamussiaLuy veyagnisesniiuaesalag 80% Tudmsumsiinaouuas 209% uveya
yagou dwsuuvudassiilvlumavaaes laun msanaosidaay, aulioanos, wsuseurelsan wazinsiieu
yavi 1AdeilaleiBnismasounuuluamy wuu 5 Tra (5-Fold Cross Validation) anynveyafindeuy tiioAum
wuushaesiifivsy dnBningsan wuusiassvaniazgnuivuaamnsd weslaenislenseuviuuunia deinis
yanosfunnaminesiirinualiamun fuandlu Table 4. Mntuliwmaiilannuassdanaifiuazgniily

naaeuiugaveyanaday 20% LieUseiiuusedns mnvesiinuulunsiuneveyadss
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Table 4. Parameters of the model using grid search.

Models Parameters

max_depth: [None, 10, 20, 30], min_samples_split: [2, 5, 10],
Regression Trees
min_samples_leaf: [1, 2, 4]

n_estimators: [100, 200, 300], max_depth: [None, 10, 20, 30],
Random Forest - a
min_samples_split: [2, 5, 10], min_samples_leaf: [1, 2, 4]

n_estimators: [100, 200, 300], learning_rate: [0.01, 0.1, 0.2]
Gradient boosted Trees  max_depth: [3, 4, 5], min_samples_split: [2, 5, 10]

min_samples_leaf: [1, 2, 4]

Tunmsanudadefiamane sianwenensien maseilainismeassdae senuuunsNAaeIRIBNTSIA
na;uﬁaLLUséTuLﬂu 5 LUUNMSMIAGEY MUNTEUYeINTUUUTsEAvE I milovinef I sna :1AUenenIsns
MnsFudsauluwnaznisnaasdauandlaly Table 5. 59A1UsEEIUABAIS191 BUIATUT UseLnnnsnesian
Useiiunnmsumus wagnquanuiidfydaayil 14 anwilasuuadu auasisus Tsusu W9ETIN AUA

AsAun aundu lsaneruia an1dun1sane aain wageauanulvuiessezyadunlawng

Table 5. The description of independent variable for each experimental.

The appraisal price  Area Property Important The appraisal price

Experiment
per square wah size type location group from 5 locations
: v v v
2 v
’ v v v v
; v v v
5 v va

5.5 n1sUseliuuseansnw

Lﬁaqmﬂmﬂjﬂaﬂmwmmﬁlﬁ”wﬁﬁgaﬂ"]mﬂLLaw{waumwmﬂfLm a‘“jnﬁﬂﬁmmmﬂamm?{ama?{aé’myiaj a1
AINLAAALAA BULRA BTINTIdDY LarAdUUSEANS Mdtd0weINIsesuIeALLlSUTIY Lszijmﬁwmmﬁﬁzg
\iean1ndts 3 F3azinnssinlaewefiawatnnanerduaiuinneuate neufiavihaweinnainunsiuiuasm

AaagiaUseliuUsEanSnmvadluwala

6. NanN15938 (Results)

o

INEMsALlunureNaasaaguranmsilivauluwmaznsinaesladall
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Table 6. Results of the experiment.

Experiment/ Best Model Hyper parameter R? MAE RMSE
Experiment 1 LR: 0.01 0.58 10911 | 22252
Gradient Boosted Trees MD: 3
MSL: 2
MSS: 10
NE: 200
Experiment 2 MD:None 0.73 8908 17822
Regression Tree MSL: 2
MSS: 2
Experiment 3 MD: 10 0.65 10482 | 20207
Regression Tree MSL: 1
MSS: 2
Experiment 4 LR: 0.2 0.80 7929 15281
Gradient Boosted Trees MD: 3
MSL: 1
MSS: 10
NE: 100
Experiment 5 LR: 0.01 0.74 10807 | 17400
Gradient Boosted Trees MD: 3
MSL: 1
MSS: 10
NE: 300
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U (Leaf Node) milwisanauduseuveswmuliuazdesiunslonefinis fuusuiiiaausn (Min Samples Split,

MSS) 3MUURIBET U lUNTHENWaE LULeaRAWYN (N Estimators, NE) S1uiusuly snudisiu

a

nsnaaedi 1 lananisdndeniumalaenuin insdeuyaniidulunandvss@viamiian wazainns

AanenanudAgvesnuanyuglaglyatasauna (Information Gain) WaneAuaNEME “51A1UTEEUND

o ]

¥ '
@ g A

1319977 Tranenisiuneandian sesaanazsidunquaniuiidfguuiaiui wasUssunnninedluiinanonis

yINune

[82]

Citation:

@ ®@ Sriwuttisap, Y., Sungklinhom, D., Tongleamnak, S., & Tangchoopong, T. (2024). Land Price Prediction with Machine Learning in Mueang Khon
AT Kaen District. Journal of Computer and Creative Technology, 2(2), 71-86. https://doi.org/10.14456/jcct.2024.8.




Journal of Computer and Creative Technology | Vol.2 No.2 (May - August 2024) ISSN 2985-1580 (Print)

Nsansmeuiamesuazinaluladassassa | 7 2 atufl 2 (nquniaa - donew 2567) ISSN 2985-1599 (Online)

[ o

NINARDIN 2 lmﬁuﬁuﬁammﬁmmmaaﬂmaﬂwmz “51AUTELIUNDA91921” NNaRDNITTIUIENIN

v q

' v
= = o

NANINNITIATIEUHNANTNAGDIN 1 AINUTIEANILAIUTIAUTELTURBAITINUNAFDULN LAY LABKNANS

q

a a = o w

Andenlumanudn lwanuludndulauuvanasy iWulueaniivszdnsnmifgn Jaadudssandrdsanives

A1595U18ANULUSUTINDNULAANTALALTY ANAINLAANNLARDURASELUSA LATANAINLARNNLAADURAYSINT

aedfimivesasdloisufunisveaseit 1

nMsnaaesd 3 lafiufndssausadiuvaniuilnade s lulunsnnaesd 1 Wensieaeuin
sraUszifiuanmiuuainanensiunenniunsela Ssmamsdndenlunanuin auludeaulawuuannee
ulunafifivszndnmifian uazainnsiiasznanudifyuesnadnuuy wualiealniiugg “5en
Uszifiunenisnann” e]”qmﬁmaa{amiﬁmwmﬂﬁqm 3aammﬁaﬂejmamuﬁﬁﬂﬁﬁy wazaurafiud Tuwaiedisnan
Usuiivanfiuilnalfsmmunuasazussnnnine ludnanenisyiune Wedlsuiunisvmeassdl 1 nadnsves
nMsneaesd 3 TussAnsamAnI wdirsnesnilunadilasnnisnaassit 2

NsMAaBInsedt 4 way 5 1uMstsAUsEEUABANS1INBBNIINASNAABT 3 uay 1 AU UL
nadeuManlunsIuTInUsediunemsawesin Uiy 9 JrannsavnsUseiiusiadilnaliasinueass
lnogvidolu

al a a al

nsneaesd 4 lalueainsieuyansidulunanifiusz@niamiign waza1nn1sinsznaud Ay e

]

v W o

Auanwae nuliwalvanud AgduaudneaenguanuidAyinanan1sueuINian 504aAUUIN

o q

¥ £

& A

WU 911052 UL wazUszaniay uenandaunsafneinusz@nsnmasslunania 9 Tunis

AnLdeNnluAaAfian nan1533y A Table 7.

Table 7. Performance metrics of various models for selecting the best model from Experiment 4.

Tuwea R MAE RMSE
Linear Regression 0.23 17378.70 30199.13
Regression Tree 0.21 13539.32  30596.87
Random Forest 0.72 10371.91 18180.34
GradientBoosting 0.74 10807.34  17400.46
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Figure 5. Entering data to predict the price per square meter.
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Development of Mathematics Achievement, Mathematics Problem- Solving Ability,
and Responsibility Using Inquiry-Based Learning Management of Grade, 7 Students
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This study aimed to 1) compare the mathematics achievement before
and after the inquiry-based learning management, 2) compare the
mathematics achievement after learning management with the 70
percent criterion, and 3) develop the level of mathematics problem-
solving and responsibility after the learning management of grade, 7
students. The instruments used for data collection were learning
management plans, achievement tests, problem-solving ability tests,
and responsibility tests. Data analysis was analyzed using mean,
standard deviation, the t-test. The results found that 1) the students
have higher mathematics achievement after learning than before
learning, and higher than the 70 percent criterion at a statistically
significant of 0.05 levels, 2) problem-solving ability at high levels, and 3)
responsibility after learning management at most levels.

Keywords: Mathematics Achievement, Mathematics Problem-Solving

Ability, Responsibility, Inquiry-Based Learning Management.
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4. NIDULUIAAIIUIIY (Conceptual Framework)
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Inquiry-Based Learning Management

Step 1. Engagement

Step 2. Exploration
- Mathematics Achievement
Step 3. Explanation
) —» - Mathematics Problem- Solving Ability
Step 4. Elaboration

Step 5. Evaluation - Responsibility

Figure 1. Conceptual Framework
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7. Nan159398 (Results)

7.1 MswSeuiisunadugnanianisiieuadiafiansiaunaznainisdanisieuiiuuduianzninaug ves
uniguduliseufnetn 1

NA9IUIFY A9 Table 1.

Table 1. Comparing pretest and posttest Mathematics achievement of Inquiry-Based leaming for grade 7 students.

Mathematics

n X S.D. t Sig.
achievement
Pretest 32 9.09 1.68
12.24* .00
Posttest 32 15.75 354

*5 < .05

¢ =

90 Table 1. WU p < .05 UaAII AZUUUKATUGNENIMSISEUANAAEATLlDISIUNIUNTIANTSITOU]

wuAuiEgmanusardiasuuumiateu Ao 15.75 gannnowdou fe 9.09 esnsdideddmseiafissdu 05
7.2 manSsuifsunadugnsnenisSeuadamans viansdaniadeuduvuiuamemanag vesinisouty
fiseufnendil 1 Aunausifesas 70

HAIIUITY A9 Table 2.

Table 2. Comparing Mathematics achievement of Inquiry-Based learning for grade 7 students with criteria of 70%.

n X S.D. t Sig.

Mathematics

32 15.75 3.53 2.80* .01
achievement

*p < .05

910 Table 2. MU p < .05 U@AIIT ATUULNATLgNITINSSEuRdamansudasou Tnedanadend
3o Ao 1575 WeFeunumsiamaidsuguuuAumemanuzasiazuuugsninaniisiualy fe seaz70
sensfitfudAynsadiszsu .05
7.3 mafnwanusnnsalumsuitdgmvdainsdamadouduuuiumemanad vesinoudusiseunundi 1

NAIIUITY A9 Table 3.
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Table 3. Results of Mathematics problem-solving ability for grade 7 students

Mathematics Problem- Solving Ability Scores n Percentage
High levels 16-20 22 68.75
Medium levels 11-15 10 31.25
Low levels 0-10 - -
Total 32 100.00

310 Table 3. Wy dniFeuduliseudnudi 1 Tanuaiunsalunisundymindin1sdnnisiseuguuy
duianzmaiug egluseAuinn (High levels) 1w 22 au Anwdusesay 68.75 wagseAuyu1unats (Medium
levels) §1u2u 10 AU Antusesas 31.25 AUE1RU wavaINIsaLanINanLansatunsenUymvesiniou

#14 Figure 3.
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Figure 3. Mathematics problem-solving ability graph for grade 7 students

971 Figure 3. WU segazvasAzuuaIUingesluszauin Tuvassevarvotnzuuuszaun dadu
Aue wanslndiul nsdanIsseuguuuduiaizniaugvesdniSeuduldseudnwdi 1 awisaduasy
AsasnsatunsnTymveiseuls
7.4 nsAnwiauTuintaunaenIsIanisiseudiiun1sinnisiTeuiuuviuiaisniaiug vestiniseudy
o = o
USHNANWIUN 1

NA9WITY A9 Table 4.

Table 4. Responsibility of grade 7 students after studying inquiry-based learning.

Responsibility X S.D. Meaning

| pay attention to the tasks assigned to me.
4.81 0.44 Very good

(anelalansanuilasulaunuie)

| submit work on time. (@WAEUALSTUAKET) 4.65 0.51 Very good
| am committed to completing the tasks assigned to me.

v . v 4.42 0.68 good
(@mianstarinuiilasuleunig)
| focus on my work. (MAARBLUNTY) 4.42 0.68 good
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Responsibility X S.D. Meaning

| start working on assigned tasks immediately. 470 0.37 v q
. . . ery goo

@S RNY LA laSuLa RN eYTLT)

| participate regularly in activities. (@ausalunsifanssuessasinaye) 4.37 0.69 good
| have discipline in my work. @manifdelunsvie) 4.63 0.52 Very good
| accept the consequences of my actions.
. . 4.37 0.69 good
(YBUTUNAVDINITNTENIVDIAU)
| make improvements to my work. (WTWWL’«ijﬂ'?wa;qmiﬁmuﬁuamw,aa’lﬁ@‘wﬁu) 4.54 0.56 Very good
Total 4.55 0.57 Very good

310 Table 4. Wy UniSeutulseuAnudn 1 1ANUFURAYEUNAINITIANITTEUIUUVEUEIZMIAIING
Tngsauegluszdvuniign (X = 4.55 uag S.D. =0.57) ilefasandusiea wun dniseueilalanonui
lofuneuning daadegen (X = 4.81 uag S.D. = 0.44) 5930931 Ao UnSeuEunwihnunlafuleumneyiud

(X = 4.70 uaz S.D. =0.37) TnBeuasuauivuaat (X = 4.65 way S.D. = 0.51) tnseuiiftelunisvhau

v
=

(X = 4.63 uaz S.D. = 0.52) UnFeuliuUINsnuremuednagadu (X = 4.54 uag S.D. = 0.56) AuawU
wazgARfsusyanfe dausiulunsifansies NalANOLALEBNTUNATDINIINTEYINVRIAU (X = 4.37 uag

S.D. =0.69)

8. #3UNan1339y (Conclusion)
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9. aAUTBKaN1338 (Discussion)
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Development of Honoring His Majesty’s Exhibition in Metaverse Model,
Royal Rainmaking Project
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This research aims to develop and evaluate the satisfaction of honoring
His Majesty's exhibition in the metaverse model, Royal Rainmaking
project in a study among 30 samples of visitors to the exhibition
honoring His Majesty in data collection operations from honoring His
Majesty's exhibition in the metaverse model, and satisfaction
assessment form towards analysis by mean and standard deviation.
Results find that viewers can avatar themselves and visit the developed
metaverse exhibition space such as infographics, multimedia, and 3D
models, there are comments and interactions to collect items at
exhibition points. Which, is the satisfaction of honoring His Majesty's
exhibition in the metaverse model of high levels.

Keywords: Honoring His Majesty’s Exhibition, Metaverse Model, Royal

Rainmaking Project.
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3. NIDULUIAAIIUATY (Conceptual Framework)

MAFBUAMUANTOULLIANTUNIIIITEwAZALTUNSMNWINAANG Y F9 Figure 1.
Concept/ Principle Independent variable
1. The Royal rainmaking project (Origin, Honoring His Majesty’s Exhibition in
significance, and steps in creating artificial Metaverse Model,
rain) Royal Rainmaking Project including
2. Metaverse (Using AR, VR, and MR infographic, multimedia, 3D model, and
technologies to connect the real world interactive participation

and digital worlds) ‘

2. Principles of designing educational Dependent variable

media in exhibition format User satisfaction

Figure 1. Conceptual Framework.
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5.2 YuAdUN1TIRNLUU (Design)

ANDONKUUTTURDUNITODNRUUAY Figure 2.

Designing space Designing content Designing user
3D model of » presentation . interaction

metaverse infographics, User feedback
multimedia, mechanism,

3D models item collection

Figure 2. Design process.
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Figure 3. Isometric view of the exhibition space.
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Figure 4. Aerial view of the space in the metaverse.
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Figure 5. Zone 1: starting point and displaying the visitor map
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Figure 7. Zone 3: showing infographics to present content of the Royal Rainmaking Project, and multimedia.

Figure 8. Zone 4: showing simulation of models.
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Figure 9. Zone 5: displaying the storage point for items.
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Figure 10. Description of sampling classified by sex and education.
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