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Abstract

Plant leaf diseases, particularly sugarcane leaf diseases in Thailand,
represent a significant problem affecting sugarcane yield and quality.
Traditional disease detection methods are often time-consuming and
require specialized expertise. Therefore, this research aims to develop a
deep learning model for sugarcane leaf disease diagnosis by applying
Convolutional Neural Networks (CNN) techniques and integrating them
with LINE chatbot to support smart agriculture. This study compared the
performance of five CNN architectures to identify the optimal model for
sugarcane leaf disease classification, including VGGNet-16, ResNet-50,
DenseNet-121, AlexNet, and GoogleNet, using the Sugarcane Leaf
Disease Dataset collected by the researchers from real-world
environments. The sugarcane leaf image dataset was collected from four
provinces in the central northeastern region, totaling 4,000 images
divided into four categories of 1,000 images each, covering four types of
sugarcane leaves: red stripe disease, ring spot disease, rust disease, and
healthy sugarcane leaves. The data was split into three ratios of 75:25,
80:20, and 90:10 for training and testing sets, respectively. Experimental
results showed that the DenseNet-121 model with a 90:10 ratio
achieved the highest performance, with a Macro-average of 97.289%.
When the best model was developed into a LINE Chatbot system for
automated sugarcane leaf disease diagnosis, system testing
demonstrated effective user response capabilities. This research
demonstrates the potential of deep learning technology to support
farmers in quickly and accurately monitoring sugarcane plant health,
which is crucial for developing smart agriculture systems in Thailand.
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Tsalulufie Tnsaniglsaludesludsunelng \Duilgmddgyiidmane
NaRARUAEALINNESERY ManTraeulsadsiiaAuinlfauuases
oA denTylamed i KiunuideiidingUsrasdifioRmulinng
nsseuiigdndmsumaitdadelsaludes lnen1suunaiialaseieUseam
Wisuwvuasulagdu (CNN) waznisysannisiulatusnueniiiososu
nsinuassaasey lnensiseildvhnisdieudisuussins nmveslaeg
CNN ¥a 5 aoniinenssy ievlueafinfigaummnzautudymnissiuunlse
ludas Usznaunay VGGNet-16, ResNet-50, DenseNet-121, AlexNet wag
GooglLeNet lntldyndaya Sugarcane Leaf Disease Dataset 7 eudunis
Jafunnanmuandontis gadeyaniludesgnarusmannguituiifmia
lunengtusenideanilanaunane 4 39uia 31w 4,000 2w wuwdy 4
Uszunnagneaz 1,000 7w Uszneusenmludesnseunau 4 Ussiam bewn
lsadunandluwns Tsalugaisumiu tsasady wagludesund Joyagn
wuadu 3 §nsndau Ao 75:25, 80:20 waz 90:10 dwsugarnaeuLazYn
VAAOU AIUEIAU HaNITNAaBILansliiudnluiag DenseNet-121 ¢iag
§nsndu 90:10 TiszdvBamgsgn Inefldadeuuuinlas (Macro-average)
geilan 97.28% Wlethluwmaiiffigaluimunduszuu LINE Chatbot dwiu
nsatadelsaludesuuudnlud® nantsneaeussuusansliiiuinauise
novausslFuldegnaivszansam swideduandiiviufadneninues
walulagnsSeuidednlunsaduayununsnsliauisonsivaeuguam
fiwdesldoganasuazuiug Fadudiuddglunisvaunszuuinuns
daasurlulszmalneg

AraAgY: lasewigyszamiiieuuuuasuligdy, nsidadelsaluiy,
nsduunn, latugnuen, inunsdanses

1. umi1 (Introduction)

mamanenniunanuanifauddyesdiionsiauiasugia dau uazdunadenvelsive
Tne Tnefii uiinsinensnin 149.25 d1uls Amdufesas 46.5 voaii uilvisUszme (Office of Agricultural
Economics, 2023) fausidndiuvesnainunssonaniusinasiululseme (GDP) azanasetisdeliles usdsaad]
unumddaludunsienu mandnewns uwaznisdseen Tasawizlutg 5 9w Usemdlvedseldan
nsdseondufinunswarnaniusiadelag 1.39 d1udiuuim uaziunanisiiiede 8.6 uauduum (Kasikomn
Research Center, 2023) mawnwasdwimiisesiuusanuanmaasugiaduluiigings 1wy nsunsszun
ya1ladn-19 lepguiiuszaniam SuAnuualdunsiauuveluladiieiiunandn andunu uazenszdunia
InwAsgsEULINYAIEaTe (Smart Agriculture) ifimudduluszezem (Farooq et al, 2020)

Foudunilslufinasugiafiddyvesssinalne Tnslowigluniangfussnideunionsunars daudu
uwianmzUgnuunalvg Tulinsudn 2566/2567 Huilnzlgndossauiadu 11.39 1wls iinduandnountn
n1 376,000 13 Taeninferay 80 vesfiuiimzUgnldiusvounnu 3 Fumneaufuanmiuiiuiuds Office of
The Cane and Sugar Board, 2023) ﬂ']ﬁLﬁuﬁu%aﬁﬁuﬁLW']%iJ’sjjﬂébEﬂ‘LlUi%L‘VIﬂi‘VIEJ‘\HﬂLLu’JIﬁMSWﬂWﬂjWIWGIU
nanalanfiufuiagalu widsasUszautgmainlsafisiiuansenmsuuludes Tdun Tsmdunaduung (Red
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Stripe Disease) lsAlugmaaumiu (Ring Spot Disease) 1sas1adu (Rust Disease) s (Hamaan, 2016) Fedama
nsznusonananluduasugivegsdveddny maddedelsaiivfinaiuazuiud3dmndnduet 1wd wiens
PRUALMITYUIAKATARAYTINEEY

Tsafidudlgmddlugnamnssunsinuns lesandwarenandnuaziasugia uumandloiledy
mwadlslutagiufonisduunameinisvestsa lnsuszgndlfinaiianisiGeusidedn (Deep Learning) Fanny
LLﬂuﬁn%uaéﬁuU%umeLavﬂmm‘wmaﬁaua sufamsuulganmiteiindssavsammsduun snidelsaivd
Aendes VLﬂLLﬂ Wongsarapee & Puangmanee (2025) mLaumﬁmsuﬂmmwmwmammwLameamLLUﬂIiﬂuu
Tuanselued nuirdeifiuanuusiuguazananlunsuszanana Mekha et al. (2023) @nwinisdwunlsaly
41lnaeaglina InceptionV3, VGG16, Xception Wag Custom Vision Iag Custom Vision TiAsuaiugg gn
(98.1%) uagdvwnluma 21.2 MB Uszanananielu 6.89 3unil Harshitha et al. (2024) Waunszuunsiadulsn
TufivdalusfAdanusangs ouie uasuusiismsdnvnieudaidsdoosulatl Ganesh et al. (2025) 14
winansasedunmamiih msatanudnuae wardane3fiu ML uay DL Swfuiduees ilensaadulsaegng
wiugiauiszeniudu anmgydonanaauaznisliansiad Alyas & Mohammed (2022) wugthmsld SvMm
LAYNIIANGLIUY K-Means tionsaadulsannaadnuasiuasiiuio Ins SUM uansUsyansnmgdlunissey
TsA wnuedl Pujar et al. (2015) sjutfunsUszaanaranmiiiosuunlsadesiuuiis ionmsamatuiussses Sudy

MsUTEIIARANIN (Image Processing) gniunldeg1eninewnduisnisitiadelsaniie 4 Petrellis (2018)
Iimumussaunssuinfunmsinsusznanann sndslunsitedelse liinaeifedestuuyed dad was
iy Farheliiidermadenismssnuivmnzauld Tunsuszyndldlumidedelsadisnsdsdanilng nnazgn
Usuusssneismansestieya (Filtering Methods) fiviannuians uazasisensuisdIu (Segmentation) Litauen
druiifesnts uagdumeuganearshin1ssunnIm (Classification) uandininisuszanananméaiinauly
Tuaududy Wy myleszsinweandasionnsdmiuszuunsnaeuaniuzenatadniuguilng (Petrellis,
2018, Adulyasas et al., 2023)

wialulagn1siieusidadin (Deep Learning) lngianiglasstgUszamiiionuuumaulagdu (CNN) lasu
arwaulasganirswnslumsiinseinmaigmenisnees esndanuaunsaduunnmdudeuuay
Uszananalauiugiuazsinsy (Ditcharoen et al,, 2023) aéwaisﬁmué’wmmuﬁaﬁaiﬁLﬁuiiﬂiué’aaiw%‘w
Uszinelne Tnstangmsldnuassihuunanlesuiiinunsnsidnfsld wu LINE Chatbot annuualifusanann 3e
Wanluea CNN dnsuidadelsannamludes wazieudiisuusz@niamanidnenssy 5 wuu laun
VGGNet-16, ResNet-50, DenseNet-121, AlexNet Way GoogLeNet Lt aLdonluinadi tuunzanii ganeuiily
Uszgndluszuuneavondaluifiuu LINE iielildnuaiduniainuns sadwsuandiiuiunaluladidedy
AruuugwazanmszMInTIadn e auayunumsnslunstanislsaldlivssaninm uasduiiugiusie
gangsruunsudanseyluenan denndesiuiimmenisimununssaasezreIUsing

2. ingUszaeAauIde (Research Objectives)

1. Wi suifisuuszaniamuesanitnenssulassinsussamiisuuuuneuligdu (Convolutional
Neural Network: CNN) 7111 5 @an1dnenssu ldun VGGNet-16, ResNet-50, DenseNet-121, AlexNet uag
GoogLeNet lunmsduunuszinlsaiivsnguiludesanninene

2. Wlevannszuuienuonsaluiuuumanodu LINE dwiumsitadelsaludosuuudealn iflosesiu
nsUszendldlussuuinunsdanioy

3. NIDUKUIAAIIUIIEY (Conceptual Framework)

eifeiiduruifeuuuinuna (Cross-Sectional Design) Il 4 ayauuutgundl (Primary Data) 7
swralasnizasiufunusiudayanin (mage Collection) Mnnauituiivamialuainns fusenidoanile
mounae ¢ Janda loun Fswiaumansann veuwnu nudug uazsesda gadeyanmludeeiinisdniunis
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FonAvlutindiou nuaius we. 2567 83 lwwieu w.e. 2567 §1uu 4,000 AN Feinssuunlsaludes 4
Uszeam leiun Lsadunansluwas (Red Stripe Disease: RedRot) lsalugaawnau (Ring Spot Disease: RingSpot)
T5A3nailu (Rust Disease: Rust) uarludasuni (Healthy Leaves: Healthy) Tnen1siseiitnauensouuuiinms
UssyndlfinadiansFeuidedndmiunisitiadelsaludes Insusenousedunouddy Tdun nisiusiu
am msUsznanaiesiudsnsaunnitliiieates Usurun daam uazudadddliegluguiuuinasgiu
ndurhnsulsgadoyaiefinaouuasvaaeuludndiufionnsan uazdmfvediadiaseads dunounianous
TdaatnenssulaseineUssamiiondedn 5 wuu tauwn VGGNet-16, ResNet-50, DenseNet-121, AlexNet wag
GoogleNet WipuUsziliunameduil Accuracy, Precision, Recall, F1-Score kagilAsiziaeiun3ndmnuduauy
iioszylunaifiuszansangsan wazdhunimundussuuuenuensaluffvuunanwesy LINE dwsuns
AadelsaludosuuuBealn ieatiuayumsinunsdaaiereiiussaninim nefinsouluiAnuansis Figure 1.
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Figure 1. Conceptual Framework.

4. mswummssmnﬁuLkazwqwﬁﬁlﬁmﬁ'm (Literature Review)
4.1 M3Uszenald Deep Learning waz CNN dmiunisinssilsaiivdaenineie
mdadelsaivmenmaelagldinailanisiseusidedn (Deep Learning) uaglaseinguszamiieuuuy
Aowlagdu (Convolutional Neural Networks: CNN) liisuanuiiosog1aunsvane \flesananunsausyuiana
AnLazIunauRaUnAlsog19usiugn muﬁaﬁﬁaﬁaﬂuﬁmﬁﬁwmﬂ‘wmagmmu Hiluwivesdatnenssy
ld ediansiinaeu nmsuiuUszansamluena sadinsszgndldnuaidussuvaivayunensns
Saisangchan et al. (2022) lvﬁ”ﬁﬂmmﬁﬂLLuﬂﬂwwiuuzuﬂaﬁL‘fJuImLLashJL?Juiimﬁ’;ﬂmmﬁﬂmiﬁaui@q
an lngldan1tnenssu LeNet-5, VGG16, ResNet-50 LLazLLUUﬁwaaqﬁmesﬁumeﬂ‘ﬁugwumm VGGNet F9Usu
ammm‘uaﬁumsﬁauﬁuazﬁwmuwwswﬁma% Wiariuanuilunsussananalagliaaneuauudugy ns
naaetliyatoyanmarsluisunidiua 5,710 nw wisedeyailugeiindeusauas 80 uasyavnaouiosay 20
wamﬁﬁﬂwuiwam{]maﬂisuﬁﬁwuwﬁuﬁﬂawuLLﬁuﬁwqaqmﬁ 89.06% waigH LeNet-5 fimnsusiuginani 78.90%
Makkawal et al. (2022) éfffauniiuneundiaduilednunaneiiugndsadngldinaia CNN Tngsaus
AMNEBANN 5 areiuganasdnisaungnueians uazuudeyaiduyaiinasuiosay 70 uavyanaasuiovay
30 HaMTAATILEA Fl-Score uanInNuUsiugIgeani 83.00%
Jomesri et al. (2021) lawauszuuasiaidadelsaluresnrniodasldmalulad loT saudumeaiadn
WOIALIALMBSWUTTU (Support Vector Machine: SVM) dusunisduunlsalugnainainaie tneldnaning
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wslughil 86% uazszduaufimelanninumsnsegluseduanniian fadautnsldssuutsananufianaisly
nsatadyldededidudiy

Enkvetchakul & Surinta (2022) la@nwuaziueuiiisuaninenssu MobileNetv2 uag NASNetMobile
Fepenuuuanliimanzauiunisusznanavugunsaiindeud Ingldinadanisiiiudoya (Data Augmentation)
safumsi3eustneven (Transfer Learning) Hamsnaaemuin NASNetMobile Tnadnsiusiuggeantion
wAllANSUU (Rotation) n51deu (Translation) waEN13YH (Zoom) mﬂixqﬂﬁﬁ'mﬁuiwﬂu’umaumsﬁﬂaauimma

Amin et al. (2022) lsiFnmnsiaunlunamsi3ousiddnuuy End-to-End dmumssuunludnlned
flavnwiuazlaid Tneysandedrfniuruiaveddinaluaandnenssmialy iunssuaudnvuzdednan
Tasav 07 W1unisilneusuatanidn ldun EfficientNetB0 uaz DenseNet121 dasinadan1sid ouse
(Concatenation) w¥eUszgndldinaiianisiiudeya (Data Augmentation) tilalfiuenuvannvasuegndoya
Tunsiinaou namsifenuilunafifmunduwansauusiugigaand 98.56% daniiondn ResNet152 uas
InceptionV/3 7iflAnausiugh 98.37% way 96.26% ALY

Daphal & Koli (2024) lansdnausaadnenssunisiieusidedinuuunaneseausiuiunalnaiuauls
(Attention-Based Multilevel Architecture) du§unissiuunlsaluludes Tagldys Spatial Attention uas
Channel Attention lunsafindayadAty nan1smaaesmudn lueaanasaduunlsalinieainuuiugigeds
86.53% %QQdﬂ'jﬂﬁﬂﬂﬂGlﬂﬂiiM‘Uquﬂgu 9 19U VGG19, ResNet50, XceptionNet way EfficientNet-B7 Ingtaniylu
vunvesyndoyarundn uenanidslimsvssgndldausieiuoundiaduuuanialiuszuu Android iie
seefumTitadelsaludeslunipauiy

Nnmsumunyddsdieiu nuihuideliyasusasdesiiniiuansneiy swwes Saisangchan et al
(2022) waz Makkawal et al. (2022) uandlsiiiulszansninaes CNN Tunisduunlsaiiy waddedinnlunis
ihdsweanumsnsidesandedldruiuneunaindu suves Jomsi et al. (2021) fausfazdinmsussgndld 10T
wazldSuaufieswslagaaininunsns udldinada SYM 3 efluszansainsinda CNN :1uwes Enkvetchakul &
Surinta (2022) wag Amin et al. (2022) Wumswanlunafimnzaufugunsaiindeuiiuasiauutiugigs us
SrnanswauszuUTinuasnsaunsaldauldasiegadenin muves Daphal & Koli (2024) Fausfasdnisiamn
ueUndedudmiuludeslasioms usdshiimsysanmsiussuunmsdeansitnumsnsduiaglu@inyszd13u uas
whazdamAdoinnuneiivszendliinada Deep Learning waz CNN divsumisduunlsafiv uidsildwddwn
MsAnwIIde Toun (1) sAdefidiuemnslsaludeslutiunvesuszmalne (2) msvhszuuiiysannismalulad
Al dnfuunamesumsdeansiinumsnsldluiinsediu sofumsideilsdinmuddglunstmulune CNN
famzigasdmiunssuunisaludesluuiuniuiuresussmalne waznisysanniadafu LINE Chatbot
\Wuunasesuinuasnsingldiuegrsunsvany
4.2 n135UszuIananIn (Image Processing)

n15UsELIANANN (Image Processing) manefnszuaunsnisesianosivssyndldinadasing 4 1ile
Asziuagdautain widna TnsUsgnaudaet uneundn 1y n13UFuUsIRmAMIEININ (Image
Enhancement) Msiendiu (Segmentation) N1sAsAasinyazIanz (Feature Extraction) Wagn133nuunusslan
(Classification) tiearndeyaniadeasuiisesnisanain luvsunmsisesunsidadelsafis n1sUszanana
adlunuméfglunsnsedusarsuunisnananaglufivegadiussansam nszurunsiinanitunou
mssnfiunuiiduszuu Uszneusae nssunim (Image Acquisition) N15LA38UAIN (Preprocessing) N15UU4
d7un1n (Segmentation) N34 9A A NWZLANIY (Feature Extraction) wazn139nuunlsalaglddanesfiu
Machine Learning %39 Deep Leaming Liu Convolutional Neural Networks (CNN) ﬂﬁSUixQﬂﬁ%’mﬂIﬂagmi
Usznananmlumsidadelsefiviivsslevivatstsznns leun anuanunsalumsasianulseluszozisusiu nns
anmsgaudenanan warnsatduayunmanuesdsdu meluladltefiunnuusiuazaunaiilunidds
Fauduladedrdysenisinnislsafivesnaiiuseavdua (Ganesh et al,, 2025; Harshitha et al., 2024)
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IINNTNUNIUITIUNTTUNUTT MIUTERIARANMN (Image Processing) lisunisuszendldagaunsvany
Tumsidedelsalunywd dnd uaviiv oo lervglunisidenisnssnulmunzan foyanindldly
nszuIumsealfnndesienmuasiiueaiiuls visangunsalfituiindeyalurisanueninduiveslsifiu
WU uwesutvan Sansleidin uagndesganssat laevild mslinsgsinmaziEuainnsuiuysanunInamn
FeiBnsnsesdeyavannvanszuuuy sudienisulsdudienenuinaiiaula wasdugadedunounisdiuun
Ussiannm Bmawaigmintluvssendlunseunsvheudmiunsitadelsefuiiautulunuided wdewts
n389Bsdeiatin doulunisvnaes uasnadwsiiioatedununounth feliifuimaitededomaians
Uszanananwlinadnsifanuusiuggs uazannsasoseniioauiueundinduifdnvuglndidvamie
wanenalsagnafiuseansaim (Petrellis, 2018)

A5UsTLIaNanIN (Image Processing) 1unssuiunisléimaiauardanesfiudiowvasnnadialad
A mATuLasatadeyaiiiuseled Ineutsoonidu 4 nsvuaunmavdndsd

1. N15USUUTIAUNINAIN (Image Enhancement) iunssuiumsusuuganmlinuizausenisius
voayuensonIsUszRlanasely Ingldinatia Point Operations dmsunisusuauainawazAnuAudn n1s
nseudaituil (Spatial Filtering) dmSumsandaaaisuniu way Histogram Equalization ieUSunsnsyatae
CRRHILIVIEK!

ada 1Y

2. MsundunIn (Image Segmentation) Lunszulunisutanmesndunaneusginiaudnuous
Aa1epdenu lagldinaila Threshold-based Segmentation, Edge-based Segmentation 1&g Region-based
Segmentation LﬁaLLaﬂi’mqaaﬂmﬂﬁwé’q

3. msuvasduazituiid (Color Space Transformation) iunsudassyuudann RGB Tudsiluiiasu o
U HSV, LAB %38 YUV Wilolinnsiinsngsidiuss ansamanniu siudenisudunsad (Color Correction) wagnns
U5uaunad (Color Balance)

4. nsanad nwazLa (Feature Extraction) 1 unszuiunisanndeyad1dyainnin 1wy Edge
Detection Iaeld Sobel, Canny %59 Laplacian operators, Corner Detection @1115uqndAsy wag Texture
Analysis Lﬁaimiwﬁmmmaﬁmaﬁmqiumw (Archana & Jeevaraj, 2024)

4.3 nM338u313En (Deep Learning)

M5138u139an (Deep leaming) Wudugasrasnsifeuiveciaias (Machine learning) n1si3ousidsdn
LLazmiL%ug”maqm%'amfu WudiutesvaslyyiUseivg (Arificial intelligence: Al) (Koedsri, 2021) A3
uaneinadfyszrinansi3ousidedn (Deep Leaming) fumsi3ouiveaaiosuuusaiy (Traditional Machine
Learning) A9 A uA1N1satUN1sHAILIUSEANSAIMRINvUInvasdeya tnaluimaluy Deep Learning Snlv
wadwsTusiugBdudeldfudeyaduiuunn susiidaneifuuvuduiuuaslnssteussamidonvuanidnin
winzaufiuygadeyavuaidn nsdenlidanesfiuliaenndesiudnuausdymuazawindeyadauduwumiedAny
lunsiisustavsamaesuuudiasdlaglisdusesiianmuimadoyaiisnniausly (Vento & Fanfarillo, 2019)

N13438U31898n (Deep Learning) Wuwailafildsuanuiouegraunsrarslunulszananann (image
Processing) Lazn13331a1m (Computer Vision) lagerdelassinedssamiftssmansdulunsatauazdionon
audnvauranseiuinaiiohluldlunssuunussion laealuaunsoudseendu 3 Ussinnmdn léun (1)
TasstneuuuiiEfaey 1wu DNN, CNN uag RNN Jaanzdudeyaiimsszyratoasdnauinn (2) Tassouuuladl
{/@ou 19U Deep Autoencoder, DBN uaz RBM #ldi5sudaindeyalnslifesiimaians uaz (3) lasstnouuunay
ldnsFeuduuuldifaouludusiudeuiluusufeuuuiidasy 1y DBN Faufu DNN wie CNN Gsldsuanu
ﬁsmLﬁnﬁuLf‘iaqmﬂamwmﬂﬁ”ui%lﬁ”t.l,ﬁﬁﬁ’fagaa‘hmuﬁaa (Saisangchan et al., 2022)

4.4 \asevngussamiiisuuuuaaulagdu (Convolutional Neural Networks: CNN)

Tnseysyamiisnuuuaeuligdu (Convolutional Neural Network: CNN) §189401 5084 iuve sy we
Usznaudieyaues Convolution Wag Sub-Sampling Layer aus8Laleasld ousoag1sauysal (Shrestha &
Mahmood, 2019) Iﬂwi’wmuﬁ’umwiugﬂw%‘mi‘ﬁﬂmaLLaxﬁi’ﬂammsuauﬂuﬁyuﬁéaa 9 Wi o118 7uUN
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(Classification) LLaswmwﬁa;&a&iaamdwﬁguiumsszq?ﬁﬁﬁu dana3iu CNN wiamsvihauseniluaesdiundn
16iun Feature Extraction way Classification lne Feature Extraction ldflawmes (Filter) Tun1sAndonnasnuoe
ddyandeyaiiielilumsviniuenaiituseu Classification WamasmanmmmmmLLauaNaquumauaLwaiuu
Uinadfifesiinngiuarssinanasenun CNN LulassteUssamifiounanedy (Multilayer Perceptron)
a11130A 98 NuazlA Uty Akar TIMUNKNA LA LAEATY FamuzdmTun13TuungUAIN (Hongboonmee &
Kanyaprasit, 2021)

Feulunsifeil Sahiavensitadelsefviiunngenmsuiludes Tagld NN Wundnlunsuszanana
Hoyavesyngunwiavin uazUSeuifieulngldanvaslnssaing (Architecture) fiumnsinaifu 5 aniinenssu
4.5 m3iaUszansnmvasluna (Performance Measurement)

msdundszan (Classification) LﬂuﬂizmumiﬂizLﬁuﬂszﬁw%mwmaqLLUUﬁwaadﬁgﬂﬂﬂsﬁuLﬁa‘Lﬂu
M58 LuNNENYeITeYA (Hongboonmee & Sitthichokchaisiri, 2021) Tnglanizagsd sfuteyailsiinegnltlu
szarinensfinaeu (Training Set) mMadswifiuiliiinguszasdiiiatranuausavosuuudasslunisweinsal
nadwsoeagndaiuLning (Metrics) n3osiad 1nfildunmsgiu (Saisangchan et al, 2022) Taswilsluignis
ﬁug’mﬁﬁaﬂ%ﬁa Confusion Matrix Faifuasunamsduuniuandiifiudnoumsiuneiigndeaazinnainly
wiaznautmnevedlanng tngluauiseiiiinisld Confusion Matrix iiterduitugiulunisdiuaaeei 4 o
UsuifiuussAvBamuesuuusiass (Yap et al, 2021) léun anuusiugn (Accuracy) Avidisanss (Precision) fin
m3Senau (Recall 3o Sensitivity) F1-Score wazAnadsuuuilas (Macro-average) Semsinnasanaiveli
annsavsziiuauannsolumssuuntedinnaldodwnsounaulunainaiedd wasdufiugiuddalums
WisuieuUszavsamueanuusiassing 4 ituldlunmside

5. 38aiue1uIY (Research Methodology)
mAfeieenuuuuariiiummesedasuszgndlfinaiensFoudidaindelasmsuszamifisuwuy
Aoulagtu 5 antnenssu LA VGGNet-16, ResNet-50, DenseNet-121, AlexNet Uaz GoogLeNet \iolnsgh
waziUssuieudszansnmlunssuunlsaanamludssuugndeyaiiadiaduios niouiainunssuy LINE
Chatbot tipsasumsldsuadlutiuneanunsdaaios Inedunsunsdniunsideduielui
5.1 iudeyagunmitlélunisise
mafusvsndeyaninludosdmiunsideidldasisyndoua Sugarcane Leaf Disease Dataset #
Usznoufenmangludossiuau 4,000 nw Tnsutadu ¢ nqugesamanmyesludesludadiuiivinu i
Tsardunarsluuns (RedRot) Tselugaaunau (RingSpot) sasrafia (Rust) wagludoegunind (Healthy) filsi
uansensvedlsn nauag 1,000 nw dauansly Figure 2. (a) - (d) Muddu favmmifurusmananmuandoy
sslundanmnzugndeeileliilideyaiiasvieudnuureinisvedsafiuriaiauasinmmarnaglusnuanmias
HUNBY UAZTEEENITEIENIN

(d)

Figure 2. Images of diseased sugarcane leave (a) RedRot, (b) RingSpot, (c) Rust, and (d) Healthy.
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ATl TumsitedenseenuuunseuLLIRALUURATI (Cross-Sectional Design) Tnglddosauuy
Ugunfl (Primary Data) Aisausamninianundenudasneasluaninwandousis lnsasitufiivtoyalundu
Jmdananziussnidsundensunans 4 Smdn laun Tandauniansain veuwnu n1wdug wazsdeside
gatoyanmludesinisandunisdaiuluginseu nuaiiius we. 2567 §3 wwieu w.e. 2567 §1u3u 4,000
A NIrUILNNITIVTITRyaldnIuANIEnT anminden uasiuUsnuBy q ioradnadennininuosgUdel

1. anmuInden (Envionment) Mwiidaiivazogluanmuindouiiidnwazifeitu e ¥ranan
08.00 - 12.00 . ufurrenaitlinasiifiarumnzaniiomofunisaenm

2. nwaizieilunw (Features) lumsansnmazaronmludesiisidnuuziduiiiulddaay 1w Tui
fndeusngdnuarvedseludosdaiau warludosuniniliivsngernisvesisesi 4

3. gunsaldianm (Camera) Afiunsanennmendesiinmesiunnan ndewnuden 12MP (Mega
Pixels) A1g3uuas (f-stop) vuna /1.8 - f/2.4 gueenuuueeUiifa (Optical) 2 i yuRdvia (Digital) 5 Wi
5.2 MsdnnsengadayadmiunaituuIaansieuiidedn

mawFendeyadmivmiadeisniunslasusyanmludeseenidumeiinaeu (Training Data) uazep

vndau (Test Data) femAliAN1sdusiaag e (Random Sampling) Tuanudnsndau leun 75:25, 80:20 wag 90:10
\iednnevinanssnurestundoyaiinaouseUssansnmuedunamsieudidsdn nmsuadeyaynsnsidmag
ANUEANAAYBILARTAATH (Class Balance) wa 4 Yszian 1dun RedRot, RingSpot, Rust taz Healthy wiauusu
Ul 256x256 finwa WielimnzauiumsUszananavosuudiass CNN
5.3 NMIRAILILUUINABINTIEBUSLTEN

nAfeivanuieedasissraiieuwuuneuligiu (CNN) dwmsulianeiuazasnaeulsaly
9989NNMaY Iagadunsulnaniasy Google Colaboratory (Google Colab) 1% Python 3 wag Runtime
fisssumsUszananawuuruusie GPU T4 wiewlausn3 PyTorch dmsuiauiuasinaouluing Tnsanizly
Uiunvesypdeyaruniin nszurumsiaLUsEneude 4 sunoundn iun (1) msulsgadeyaludesludadiu
75:25, 80:20 waz 90:10 dwiuynRindoulasynnnaay fuuanisieazidenly Table 1. (2) msfndounasnngeu
wuustansdsanUnenssy CNN s 5 aanimenssy laun VGGNet-16, ResNet-50, DenseNet-121, AlexNet
uag GoogleNet (3) miﬂsmﬁuﬂizﬁw%mwmmwaaxLLUU@i’waam”';aﬁﬁyi’mmmgm Taun Avnuuugn
(Accuracy) ATaLiBanse (Precision) uazAn1siSeniu (Recall) uag (4) m'iihLLUUﬁwamﬁﬁﬂisaw%quﬂqsﬂ,ﬂ
wimun dussuunsmuandalusifuuunanwesy LINE wWenisidedulsaludesainamansuuuiSealmsl

Table 1. Partitioning the dataset into training and testing sets.

Class Class Name  Number of images Train/Test Train/Test Train/Test
No. (75:25) (80:20) (90:10)
1 RedRot 1,000 750/250 800/200 900/100
2 RingSpot 1,000 750/250 800/200 900/100
3 Rust 1,000 750/250 800/200 900/100
4 Healthy 1,000 750/250 800/200 900/100
Total 4,000 3,000/1000 3,200/800 3,600/400

5.4 nsnadaudseansaw

matuiiunifeludnidiigUsrasdifowioudoulsans imasuuuiaedasmiiussamidioy
wuumaeulagdu (CNN) lunsinsigiazdiuunnludesiiuansenisveslsadunandluung (Redrot), Tsalug
psuu (RingSpot) warlsasaliy (Rust) Msussifiunasiiunisuuyadeyanaaoulagldidaunsgu Téud
Accuracy, Precision, Recall bag F1-Score ?z’faﬂ"wmﬁumt,a?{mmu Macro-average Lﬁaasﬁauﬂﬁxﬁwﬁmwmm

wuudnaedlungudeyandduiumegauiniu nadnsainmmegeugniuisuiisunudnsidiunisuiadoya
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75:25, 80:20 war 90:10 teszyanUnenssuivanzauigadmunisiuunlsaludegainainais lunisvaaes

dfinsasAlawesnisfiwes (Hyperparameters) lnsuanssisazidenns Table 2.

Table 2. Hyperparameter Settings

Parameter Value
Image Type Color (RGB)
Image size (Width x Height) 256x256
Percentage for Validation (%) 20
Image Encoding jps
Dataset Healthy, RedRot, Rust and RingSpot
Training epochs 4,10 and 20
Batch size 64

5.5 ANS9DNLUUKATHAILNEUU LINE Chatbot

NuUATellsoanuuuLayaUISEUU LINE Chatbot Tngld LINE Messaging API Lﬂuﬁ’aﬂawizmwﬂﬁmu
fuluuTIaeINsiseusdidadn (CNN) Nuszansnmeeanainnisveass dmsuitadelsaludesanamene g4

| ' v a .. i . y = ° v P

anunsoden mEudd LINE Official ¥ “Sugarcane Disease” #ssyuvazUsvananauazduwunlsa laun lsaudu
nansluwnd (RedRot), Lsalugaiaunau (RingSpot), Tsasnaiiy (Rust) wazludaeund (Healthy) 3niudmadns
wiaunwiuatunauludeldlaednlud® Yiedrneanuazaindensldnuasdunmanunsnssy aandnenssu
VDITTUULANITIEAZLEALY Figure 3.

LINE Application Messaging API s N
= Sugarcane Disease Detection

1 A}

1 1

[} J

m ﬂ ' The DenseNet-121 model, 1
' which demonstrated the 1

! highest performance with a 1

@ ! 90:10 train-test split, is !

! hosted on our server. ]

N——r g

Figure 3. LINE Chatbot Architecture

6. HaN15338 (Results)
nuAdedldUssliulss s nmussnuudiass ONN fdenlddmiumsidedelseludes Tnevhmmaaes
funisudsyadeyaluausnsidiu laun 75:25, 80:20 waz 90:10 1l e nwiwavesvuIateyail naousie
UsyAvBammasuuuians nansvadeukaznsUisuLisuanansaagU il
6.1 nan1magaukaziSeuLisuUsEAVEAWYasuuUdtaasluntsiuunlsaludes
nsveaedldinadinnisi3eusitedn (Deep Learning) dmiuduunlsaludosuugpdeyaiuadudnsad
75:25, 80:20 WAy 90:10 wansliiuinszavlszdnsnimesusazlumaunnsiaiy Imaﬂimﬁumﬂﬁa?ﬁuﬁmﬁﬁm
& Accuracy, Recall, Precision uag F1-Score nansi3ouiiisuagdlilu Table 3, 4, uag 5 iiloTias1e
mmsnganesiuusassneliiieulivesmnayndeyaiinaouianaty mivsnglumsadunanisusaidu
21n#2%39 Accuracy, Recall, Precision Wag F1-Score Tasiianfmualiogluga [0, 11 Feanii fawvindu 1
nefsUseavsnmgeaaviseAnlu 100% Moy A1 0.9960 denadeeiuuszansaIn 99.60%
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Table 3. Evaluation of model performance based on prediction outcomes using a 75:25 training-to-testing

data split.

Model Class Accuracy Precision Recall F1-Score

Healthy 0.9980 0.9960 0.9960 0.9960

VCG.16 RedRot 0.9870 0.9759 0.9720 0.9739

RingSpot 0.9710 0.9299 0.9560 0.9428

Rust 0.9700 0.9508 0.9280 0.9392

Healthy 0.9960 0.9920 0.9920 0.9920

ResNet-50 RedRot 0.9870 0.9836 0.9640 0.9737

RingSpot 0.9740 0.9274 0.9720 0.9492

Rust 0.9730 0.9588 0.9320 0.9452

Healthy 0.9950 0.9880 0.9920 0.9900

RedRot 0.9860 0.9796 0.9640 0.9717

DenseNet-121 RingSpot 0.9770 0.9416 0.9680 0.9546

Rust 0.9760 0.9593 0.9440 0.9516

Healthy 0.9930 0.9802 0.9920 0.9860

AlexNet RedRot 0.9840 0.9834 0.9520 0.9674

RingSpot 0.9710 0.9266 0.9600 0.9430

Rust 0.9660 0.9390 0.9240 0.9314

Healthy 0.9790 0.9598 0.9560 0.9579

Table RedRot 0.9770 0.9595 0.9480 0.9537

GoogleNet RingSpot 0.9740 0.9274 0.9720 0.9492

Rust 0.9640 0.9421 0.9120 0.9268

910 Table 3. wud1 wan1sUSeuguUsEaNSAmaAl8YAYasawuy 75:25 wuii DenseNet-121 i
UszAnsnmgeanlunsduunlsaludes wwizlsalugasumu (RingSpot) e F1-Score tauAnidu 95.46%
wazlsasiada (Rust) 1A F1-Score waedniduy 95.16% Tasamsauliid Fi-Score dvganinynlaea uasua
msiTeulileuUsednsammeyateyanaaey (Test Data) danuududilunsduunamludesggn lnesiudn
\Ju 96.70% &3 Figure 4. (a) vauzdi VGG-16 Tinadninlungulsaidunatsluuns (Redrot) wazlugesund
(Healthy) @21 AlexNet waz GoogleNet FUszavsamenindnteslunnaaia

Table 4. Evaluation of model performance based on prediction outcomes using a 80:20 training-to-testing

data split.
Model Class Accuracy Precision Recall F1-Score
Healthy 1.0 1.0 1.0 1.0
RedRot 0.9825 0.9603 0.9700 0.9651
VGG-16
RingSpot 0.9712 0.9402 0.9450 0.9426
Rust 0.9787 0.9644 0.9500 0.9571
Healthy 0.9962 0.9900 0.9950 0.9925
RedRot 0.9800 0.9600 0.9600 0.9600
ResNet-50 -
RingSpot 0.9825 0.9603 0.9700 0.9651
Rust 0.9812 0.9695 0.9550 0.9622
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Table 4. Evaluation of model performance based on prediction outcomes using a 80:20 training-to-testing

data split (Cont.)

Model Class Accuracy Precision Recall F1-Score
Healthy 0.9962 0.9852 1.0 0.9925
RedRot 0.9812 0.9556 0.9700 0.9627
DenseNet-121
RingSpot 0.9787 0.9692 0.9450 0.9569
Rust 0.9787 0.9597 0.9550 0.9573
Healthy 0.9937 0.9850 0.9900 0.9875
RedRot 0.9775 0.9375 0.9750 0.9558
AlexNet
RingSpot 0.9587 0.9371 0.8950 0.9156
Rust 0.9625 0.9250 0.9250 0.9250
Healthy 0.9850 0.9653 0.9750 0.9701
RedRot 0.9687 0.9268 0.9500 0.9382
GooglLeNet -
RingSpot 0.9662 0.9435 0.9200 0.9316
Rust 0.9650 0.9343 0.9250 0.9296

910 Table 4. HansvndaUsBYATaYALUY 80:20 WU VGG-16 T9AN Fl-Score gaftan Tunqulsadu
nansluins (RedRot) uazludenund (Healthy) wag ResNet-50 Tid1 F1-Score gaiign Tungalsalugaaumu
(RingSpot) uaglsasiatia (Rust) uaznan1silSeuliigulssavsnmemeyadeyanadeu (Test Data) dA1uusiuEN
Tunsduunamludesgean lnesiuAaidu 97.00% a4 Figure 4. (b) YousTi AlexNet uaz GoogLeNet §
Usgansnmsndndaau Taeanzlurana RingSpot way Rust

Table 5. Evaluation of model performance based on prediction outcomes using a 90:10 training-to-testing

data split.
Model Class Accuracy  Precision Recall F1-Score
Healthy 1.0 1.0 1.0 1.0
RedRot 0.9800 0.9509 0.9700 0.9603
VGG-16
RingSpot 0.9675 0.9677 0.9000 0.9326
Rust 0.9725 0.9238 0.9700 0.9463
Healthy 0.9975 1.0 0.9900 0.9949
RedRot 0.9700 0.9489 0.9300 0.9393
ResNet-50
RingSpot 0.9675 0.9393 0.9300 0.9346
Rust 0.9750 0.9326 0.9700 0.9509
Healthy 0.9925 0.9708 1.0 0.9852
RedRot 0.9850 0.9700 0.9700 0.9700
DenseNet-121
RingSpot 0.9900 1.0 0.9600 0.9795
Rust 0.9775 0.9504 0.9600 0.9552
Healthy 0.9950 0.9900 0.9900 0.9900
RedRot 0.9675 0.9142 0.9600 0.9365
AlexNet
RingSpot 0.9725 0.9684 0.9200 0.9435
Rust 0.9750 0.9500 0.9500 0.9500
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Table 5. Evaluation of model performance based on prediction outcomes using a 90:10 training-to-testing
data split (Cont.)

Model Class Accuracy  Precision Recall F1-Score
Healthy 0.9825 0.9514 0.9800 0.9655
RedRot 0.9375 0.8640 0.8900 0.8768
GooglLeNet -
RingSpot 0.9500 0.9081 0.8900 0.8989
Rust 0.9550 0.9270 0.8900 0.9081

910 Table 5. nansMARBUMEBYATOYALUY 90:10 WuIn DenseNet-121 T Fi-Score gaiign Tungu
Tsmudunansluuns (RedRot) Tsalugmasisnu (RingSpot) uarlsasnady (Rust) luaiefl VGG-16 T F1-Score
gefign Tunquludesund (Healthy) unizfl AlexNet waz GoogleNet uansuadndaiianluynaana lnstaniy
a1 RedRot Uag RingSpot wagkamsiUSeuiieulseaviaindieyadeyanaaeu (Test Data) fiaduuaiugily
nsduunamludesssan TnesauAedu 97.25% ¢ Figure 4. (c)

Model DenseNet-121 Model ResNet-50 Model DenseNet-121 55

Healthy
Healthy

175
200
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‘ \ ] .
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Actual Actual Actual
(a) (b) (©

Figure 4. Confusion Matrix Model (a) DenseNet-121 Train Data 75:25 (b) ResNet-50 Train Data 80:20 (c)
DenseNet-121 Train Data 90:10.

lunsussdudsednsamlnesinveswuuiinast laandunisAunaedevedal F1-Score lngldis
Macro-average Method sz yuuudnaesiilinan1siuunussianludesniiussansangegaluusazguuuy
YosyntayanIENLUY Kan1sIwunlsaludesmamalianisiseuiidadnuanisieazidends Table 6.

Table 6. Performance Comparison of Models Using Macro-average Method.

Model Train data Average Precision Macro average
75% 0.9631 0.9630
VGG-16 80% 0.9662 0.9662
90% 0.9606 0.9598
75% 0.9655 0.9650
ResNet-50 80% 0.9699 0.9699
90% 0.9552 0.9550
75% 0.9671 0.9670
DenseNet-121 80% 0.9674 0.9674
90% 0.9728 0.9725
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Table 6. Performance Comparison of Models Using Macro-average Method. (Cont.)

Model Train data Average Precision Macro average
75% 0.9573 0.9570
AlexNet 80% 0.9461 0.9460
90% 0.9556 0.9550
75% 0.9472 0.9469
GoogleNet 80% 0.9425 0.9424
90% 0.9126 0.9123

nanssuunlsaludessomaiansBeudiddnuandlilu Table 6. Fswuiuuusiass DenseNet-121 4
4deyailnasusenas 90:10 fidranuusiugilagsiu (Average Precision) gefianiifasas 97.28 uazen Macro-
average gufianiisosas 97.25 fufu vuideiTaudenlduvudaosilumsimunssuuiinneiuaranaaolse
mnnmludenifiesesiumainunssansesluduneusdely
6.2 HaN1INMUIEUU LINE Chatbot

HANMIWAILITZUU LINE Chatbot wud1 anunsedasigsiuazyinuelsedesld 4 Ussunn laun lsadunan
Tuuns (RedRot) Tsaluamauniu (RingSpot) Lsasnatia (Rust) uagludesund (Healthy) @ Figure 5. (a) - (d)

< @ Sugarcane Disease

ihTsalen

(b) (@) (d)
Figure 5. Prediction Results: (a) Red Rot, (b) Ring Spot, (c) Rust, (d) Healthy.

7. @3Unan15338 (Conclusion)

udeiliuszgnalduuusians Convolutional Neural Networks (CNN) $1uau 5 aniinenssu ldun
VGGNet-16, ResNet-50, DenseNet-121, AlexNet Lay GoogleNet d@1usunisinuuniazasagaulsnananly
o8 Tnasndunisuuunanilosu Google Colab #8 Python 3 Runtime wagld T4 GPU 1luiadosflaisenis
Useunana ﬂ;ﬂ‘ﬂ'a;ﬂam"ﬁumiwmaﬂﬁa Sugarcane Leaf Disease Dataset 71U 4,000 AW wuadu 4 Usenm
Lawn Tsardunatsluwas lsalugaaumu lsasiaty wazludesund nquaz 1,000 2w LiusIusINeIN
ANTNLINADUITINNTITUYIA

HAMINAaRINUIN MIkUsyndeyar naeuuaynaeulugnIEI 75:25, 80:20 war 90:10 dwaroUsavEAw
vosuuusnans Ine DenseNet-121 Trranuusiuggeanidelddndruilnaey 90% Tneil A1 Macro-average g
fi1 97.25% Favidenilumaadu q vl aunaddna191nN9idexle dwUUMLALIL (Dense Connections) U4
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DenseNet-121 vilianunsasnwaadnwazidadnvesnmludesfidudou 1wy niemiuLazAuiaunfives
& A ya =
Wegelu ladninlumasandnenssudu
aguladn msuszyndldinaila Deep Learning Aag CNN lagtaniz DenseNet-121 wisngaudnsunis
\szkaznsgevlsaluseeluaninuindausssud naansia iiutenudululalunisiaun ssuu

a

3
Fadelsadesdnludf Narunsaysunisidiiuunannesu LINE Chatbot Lilsatiuauuinunsdaniey uazd

ansarsgengnsfinwinavyszgndldiuiiveiingu 4 Tuewan

8. aNUT18NANI5IIY (Discussion)

waluladnisiSeus 18980 (Deep Learning) lastanig lasevguszainiieuuuuneuligdu
(Convolutional Neural Network: CNN) lasuaruaulasgnenitaunslunisussendldiunisiiasgiameane
nsnsinwes tesaniiauansalunisduunnmiidudounassrananaldetissnsuazusiudige
(Ditcharoen et al., 2023) M3Uszendldimalulagnisuszuiranannlunisiiadelsaiviivsslovivagusenis
leun msnsremulsaluszoziudiu msannsgadenandn wazmsatuayunsineasd s (Ganesh et al, 2025;
Harshitha et al, 2024) 4ana7n{ CNN eTﬂiﬁ%’Um'mﬁEmLﬁmﬁuLﬁaamﬂmmmUﬁ”u‘lsz’flé'LLﬁﬁﬁﬁaag,aﬁi’mauﬂaa
(Saisangchan et al., 2022)

Wan33der0se1uil s Iifiudn DenseNet-121 TifAnaruusiugigean 97.28% lunisduunlsaludes
Tnsanzilolddndrunsutsdeyaiinaeu 90:10 nadwiiaonadestuuuiliuresnuddefiisrdosdedusui
Tuinafifinisideusauuumuiutu (Dense Connections) annsaannisgaydetoyaszuinsdunazdisusuus
UsgAnSnmn1siSeus (Amin et al, 2022) awnnddail DenseNet-121 fiUszaninmganinlumaduy q 11910
nsdsrendnyy (Feature Maps) nynialsesluduatasdnlusgsnsuiiu Faeinuaudnuuzidadn
yosmwludosiidudou 1wu Tsalugaaumu vililueaaunsaduunlsaldusiugingt ResNet-50 waz VGG16
faiidnuarniadenlssmelunasanududouvesiuunnsaiu

daSsuiieufuemiddeidnuludnuaslndifesdu wu Daphal & Koli (2024) fildandnenssuns
Boudidsinuuumansssiumiunalnanuanla dusumssuunlsaluludos Tagldiis Spatial Attention uag
Channel Attention lunisafindeyad1Aty nan1svaasmuin leaaiusaduunlsalanisanuutuggeds
86.53% nimadnsvewided wenenil Saisangchan et al. (2022) 14 ResNet50 dmdusuunlsalunsun
FeuAmLiuEgEn 89.06% uillndlAsauddsrnnin DenseNet-121 wandlifiuinisidenandnenssuuas
Snwarnaideulssmeluiinadeuszansnwesnaiifod iy egrdlsfinmm suideiiiideodaunaszms 1hud n
Toyagniiuan 4 JminaanzJussnideanionaunans ieseg1aien vilieumarnvatgvesanmiuih
pImAaTugdesildiin Fsorvdamaronmansalumsussgndldluiiuiidy q Adanmuindeuunnsteiu
uen9nil usiisruuannIIYIANMITY LINE Chatbot ieatuayuinunsnsld widsiesinnsundadodiu
ASIBumesn mmgwugmmumﬂﬂaa wazmssossunm wielldnuldedduriunnumsdanios

MnmMavieuifisuddnngtunuisedeunti vuidedfanulaaauidudn anuudugives
wuudiaes uar msysanmsszuvatvayudldaieihuwnuen defmuldterlunuideiiinades etnalsiny
Faflauimeddesimunfinisluounnn 1wy nsifiuanumainvanevesyadeya nsageuUszansam
neldan nwIndenass warnsusuugsussaumsalfldusnvenlivungauiunguinuasnsine

9. JaLAuBKUZIIUIY (Recommendation)
9.1 Yardusuuzlunsidusiosan

mssummumuasmmwmﬂummamm%mﬂamﬂwmaﬁuﬁLLazsu'Nnm elilumaanunsausudase
ATMUANATIAN TNLINA DA U SolAATY, UssndldimafianisifiuuTunuteya (Data Augmentation)
uazMsENeMenNsi3eus (Transfer Learning) tileanriailunsilnaeunazifisdszavdnmlunisduunlse, vene
nsfinwiaseunqu Tsaludesvindu q wagszezlsafiuandnaiu mfenmeaoulunaiy fivesvgiadu « ile
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fs9gauANNa1Nsatun1sUsUlEluea CNN Tuusunrannrany, waswaunluwavasseuulvaiunsaduiin
ToyaiBsdn 1wy Ysziinaiinlsn melinsizsinnuguuss wasinliunsunsssuaiieatuayuaiidesoson
9.1 darausuuziBImMsUszendly

s sruulianysaidsiudeilsddunsliduuninisdestunasinulsn wieudeusaiy
guteyanensalenna ielnunsnsannsadamslsafivlfesaiiszaviam, Usuugemsysanmsiu LINE
Chatbot Trsasfugldsmumanvansndununns silufunivuardumedive ilelineuaussioaninuandon
934147 uazvsnensUszgndlilunaludaiiveiindu 4 teadunanefuamivayunidedelsafivuuuvans
¥l Gaausatisinuasnslunaisa e @ uazatuayuinunssandsgognadi

10. AnAnssudseniA
VBUOUANUNIYINITNYAT E1UNNUNBATTINTALMIAITAIN KaTNBASNTIITRENYITUT TR 1Y
ATIikaztIBmasn ey unauITellld Generative Al lieUSUUTIANTARULALA WYY
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